PERIODIC SOLUTIONS AND THE GLOBAL ATTRACTOR IN A SYSTEM OF DELAY DIFFERENTIAL EQUATIONS*
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Abstract. We consider a system of delay differential equations with a delayed excitatory feedback loop and instantaneous damping. We develop the Cao–Krisztin–Walther technique and establish the existence and uniqueness of periodic solutions with prescribed oscillation frequencies (characterized by the values of a discrete Lyapunov functional). We then use the Poincaré-Bendixson theorem due to Mallet-Paret and Sell to show that the global attractor of such a system is the union of the unstable sets of stationary points and periodic orbits.
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1. Introduction. Consider the following system of delay differential equations:

\[
\begin{align*}
\dot{x}_0(t) &= -\mu x_0(t) + f(x^1(t)), \\
\dot{x}_1(t) &= -\mu x_1(t) + f(x^2(t)), \\
\dot{x}_2(t) &= -\mu x_2(t) + f(x^0(t-1)),
\end{align*}
\]

where \( \mu > 0 \) and \( f : \mathbb{R} \to \mathbb{R} \) is a strictly increasing continuously differentiable function, normalized so that \( f(0) = 0 \). Such a system describes the computational performance of a feedback loop of three identical saturating amplifiers (neurons) with excitatory interaction [9, 10], with the delay incorporated to account for the finite switching speed of amplifiers (see, for example, [17, 24]). In applications to associative information processing where the network is triggered by an appropriate external stimulus and relaxes towards the attractor that encodes previously stored memories [8], it is important to describe completely the structure of the global attractor and, in particular due to the monotone feedback structures, to describe the existence, uniqueness/nonuniqueness, and stability of equilibria and periodic solutions.

So our goal here is to characterize the uniqueness, absence, and existence of periodic orbits with prescribed oscillation frequencies, and to describe the relationship between the system’s global attractor and the unstable sets of the stationary points and periodic orbits. This study is heavily inspired by the previous studies of [3, 15, 4] for scalar delay differential equations or systems of coupled delay differential equations.
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with $\mathbb{Z}_2$-symmetry. In particular, the following scalar delay differential equation
\begin{equation}
\dot{x}(t) = -\mu x(t) + f(x(t-1)),
\end{equation}
also arising from other biological and/or physical problems, has been discussed extensively and intensively in the literature (see [3, 11, 12, 13, 14, 15, 16, 18, 21] and references therein). Cao [3] and Krisztin and Walther [15] established the uniqueness of periodic solutions with prescribed oscillation frequencies when $f$ represents either a negative or a positive feedback. Some of their results have then been extended, by Chen and Wu [4], to the following coupled system of delayed differential equations:
\begin{equation}
\begin{cases}
\dot{x}_0(t) = -\mu x_0(t) + f(x_1(t)), \\
\dot{x}_1(t) = -\mu x_1(t) + f(x_0(t-1)).
\end{cases}
\end{equation}

A major observation in [4] is that the characteristic equation of the linearized system of (1.3) is just the product of the characteristic equation of the linearized equation of (1.2) with a positive feedback and the characteristic equation of the linearized equation of (1.2) with a negative feedback. This observation seems to be the key in [4] to apply the results in [3, 15] to obtain the uniqueness and absence of periodic orbits of (1.3). This observation is no longer true for (1.1). As will be shown in Appendix A, the characteristic equation of the linearized system of (1.3) is much more complicated.

A main technical tool to be used in our study is the discrete Lyapunov functional for a cyclic system of delay differential equations developed by Mallet-Paret and Sell [19, 20], and some of the properties of such a functional will be summarized in section 2. One of our major results is about the existence, uniqueness, and absence of periodic solutions in a certain level set of the discrete Lyapunov functional, and this requires the extension of the Cao–Krisztin–Walther technique [3, 15] to systems of three coupled equations and some continuation arguments (see section 3). We do not provide much information on the priori estimates of solutions of (1.1) like that in [1, 2, 4, 15, 18, 23]; we are nevertheless able to describe the global attractor as the union of the unstable sets of the stationary points and periodic orbits in section 4. In Appendix A, we present some technical results about the distribution of the roots of the characteristic equation of the linearized system of (1.1) around 0. One of the main results is that both the real and imaginary parts of the roots are well ordered. Though we have modified the phase space for (1.1), the basic theory of (1.1) is unchanged. For clarity and readers’ convenience, some basic results used in the main body of the paper are proved in Appendix B.

Unfortunately, as discussed in section 3, we cannot prove the uniqueness of periodic orbits in the level set where the value of the discrete Lyapunov functional is 2. However, we believe that such a periodic orbit (if exists) should be unique. This is supported by the results for (1.2) and (1.3) and by the proof for the existence of such periodic orbits. How to prove the uniqueness of such a periodic orbit seems to be very challenging.

To conclude this section, we mention that the arguments in sections 2–4 can be easily modified to study the following general system of delay differential equations:
\begin{equation}
\begin{cases}
\dot{x}_0(t) = -\mu x_0(t) + f(x_1(t)), \\
\dot{x}_1(t) = -\mu x_1(t) + f(x_2(t)), \\
\vdots \\
\dot{x}^{n-1}(t) = -\mu x^{n-1}(t) + f(x^n(t)), \\
\dot{x}_n(t) = -\mu x_n(t) + f(x_0(t-1)).
\end{cases}
\end{equation}
Some results on periodic solutions to (1.4) will be listed in section 5. For simplicity of presentation, we focus only on (1.1) rather than (1.4).

2. Preliminaries. We first introduce some notations. \(\mathbb{N}, \mathbb{Z}, \mathbb{R}, \mathbb{R}_+,\) and \(\mathbb{C}\) stand for the sets of all nonnegative integers, integers, reals, nonnegative reals, and complex numbers, respectively. Simple closed curves are continuous maps \(c\) from a compact interval \([a,b] \subseteq \mathbb{R}\) into \(\mathbb{R}^n\) so that \(c([a,b])\) is injective and \(c(a) = c(b)\). The set of the values of a simple closed curve \(c\), or trace, is denoted by \(|c|\) or \(c\) for simplicity.

The Jordan curve theorem guarantees that the complement of the trace of a simple closed curve \(c\) in \(\mathbb{R}^2\) consists of two nonempty connected open sets, one bounded and the other unbounded, with \(|c|\) being the boundary of each of them. We denote the bounded component by \(\text{int}(c)\) and the unbounded one by \(\text{ext}(c)\). The interior and the boundary of a subset \(M\) of a topological space are denoted by \(M^0\) and \(\partial M\), respectively.

For \(\mu\) and \(f\), we make the following assumption:

\[ (H_1) \text{ } f \text{ is odd and continuously differentiable, } f'(\xi) > 0 \text{ for all } \xi \in \mathbb{R}, \text{ } f - \mu Id \text{ has exactly one positive zero } \xi^+, \text{ and } f'(\xi^+) < \mu < f'(0). \]

Obviously, assumption (H1) implies that \(f - \mu Id\) has exactly one negative zero \(-\xi^+\), which is denoted by \(\xi^-\). Moreover, \(f'(\xi^-) = f'(\xi^+)\) and \(|f(\xi)| < \mu|\xi|\) for all \(|\xi| > \xi^+\).

The natural phase space for (1.1) is the Banach space \(C = C(\mathbb{K}, \mathbb{R})\) equipped with the supremum norm \(||\cdot||\), where \(\mathbb{K} = [-1,0] \cup \{1,2\}\) (see Mallet-Paret and Sell [19]). Let \(C^1 = \{\phi \in C : \phi|_{[1, \infty)} \text{ continuously differentiable} \}\) be the Banach space with the \(C^1\)-norm \(||\phi|| = \max\{\sup\{||\phi(\theta)|| : \theta \in [-1,0]\}, ||\phi||\}\). The space \(C\) is a slight modification of the standard phase space \(C([-1,0], \mathbb{R}^3)\) found in Hale and Verduyn Lunel [7] and is adapted to suit (1.1) in which a time lag appears only in the last equation.

For a given interval \(I\), let \(I + [-1,0] = \{t + \theta : t \in I \text{ and } \theta \in [-1,0]\}\). We say that \(x\) is a D-type function on \(I\) if \(x = (x^0, x^1, x^2)^{tr}\) such that \(x^0 \in C(I + [-1,0], \mathbb{R})\) and \(x^1, x^2 \in C(I, \mathbb{R})\). In particular, if \(I = (-\infty, a)\) for some \(a \in \mathbb{R}\), then a D-type function \(x\) on \(I\) is just a vector function from \(I\) into \(\mathbb{R}^3\).

For a given D-type function \(x\) on the interval \(I\) and, for each \(t \in I\), \(x_t \in C\) is defined by

\[
\begin{cases}
  x^0_t(\theta) = x^0(t+\theta), & \theta \in [-1,0],
  \\
  x^1(t), & \theta = 1,
  \\
  x^2(t), & \theta = 2.
\end{cases}
\]

For a given interval \(I\), a solution of (1.1) on \(I\) is a D-type function \(x = (x^0, x^1, x^2)^{tr}\) such that \(x^0|_I, x^1, x^2 \in C^1(I, \mathbb{R})\) and they satisfy (1.1) on \(I\). For convenience of notations, we shall often write \(x(t) = x^0(t - 1)\), although we emphasize that \(x^3\) is not one of the coordinate functions in (1.1).

Though the phase space for (1.1) has been modified to be \(C\), the basic theory will not change. For clarification and the readers’ convenience, some basic results are summarized below while the proofs are left to Appendix B.

Let \(E \subseteq C\) denote the set of equilibria for (1.1). Of course, each element of \(E\) is a constant function on \(\mathbb{K}\). For each \(a = (a^0, a^1, a^2)^{tr} \in \mathbb{R}^3\), \(\hat{a} \in C\) is defined as \(\hat{a}(\theta) = a^0\) for all \(\theta \in [-1,0]\), \(\hat{a}(1) = a^1\) and \(\hat{a}(2) = a^2\). Clearly, assumption (H1) implies that \(E = \{(0,0,0)^{tr}, \xi, \xi^0, \xi^+\}\), where \(\xi_\pm = (\xi^\pm, \xi^\pm, \xi^\pm)^{tr}\). For simplicity of notation, we shall write \(\hat{\eta} = (\eta, \eta, \eta)^{tr}\) for any \(\eta \in \mathbb{R}\). Thus, \(E = \{0, \xi, \xi^0, \xi^+\}\).

For each \(\phi \in C\) and \(l_0 \in \mathbb{R}\), there exists a unique solution \(x_\phi = (x^0_\phi, x^1_\phi, x^2_\phi)^{tr}\) of (1.1) on \([l_0, \infty)\) satisfying \((x_\phi)_{l_0} = \phi\). The solution depends continuously on the
initial data. Two solutions \(x\) and \(y\) of (1.1) must be identical if \(x_t = y_t \in C\) for some \(t\) in their common domain. It follows that for every \(\phi \in C\) there is at most one solution \(x : \mathbb{R} \to \mathbb{R}^3\) of (1.1) with \(x_0 = \phi\). We denote such a solution on \(\mathbb{R}\) also by \(x_\phi\).

The map \(F : \mathbb{R}_+ \times C \ni (t, \phi) \mapsto (x_\phi)_t \in C\) is a continuous semiflow. All maps \(F(t, \cdot) : C \to C\) are injective whenever \(t \geq 0\) and are conditionally completely continuous whenever \(t \geq 1\) (see [6, p. 13] for the definition of the conditionally completely continuous map). Thus the semiflow \(F(t, \cdot) : C \to C\) is conditionally completely continuous for \(t \geq 1\) (see [6, p. 36] for the definition of the conditionally completely continuous semiflow or semigroup). Moreover, for each \(t \geq 1\), \(F(t, \cdot) : C \to C^1\) is continuous.

A set \(B \subseteq C\) is said to be invariant (respectively, positively invariant) if, for every \(\psi \in B\), \(F(t, B) \subseteq B\) for all \(t \in \mathbb{R}\) (respectively, for all \(t \in \mathbb{R}_+\)). It is not difficult to show that \(B\) is invariant if and only if for every \(\psi \in B\) there is a solution \(x : \mathbb{R} \to \mathbb{R}^3\) with \(x_0 = \psi\) and \(x_t \in B\) for all \(t \in \mathbb{R}\).

For each \(\phi \in C\), let \(\gamma^+(\phi) = \{F(t, \phi) : t \in \mathbb{R}_+\}\) be the positive orbit through \(\phi\). For a solution \(x : \mathbb{R} \to \mathbb{R}^3\) of (1.1) with \(x_0 = \phi\), let \(\gamma(\phi) = \{x_t : t \in \mathbb{R}\}\) be the full orbit through \(\phi\). Obviously, \(\gamma^+(\phi)\) is positively invariant and \(\gamma(\phi)\) is invariant provided that it exists.

By applying Lemma 3.2.1 and Corollary 3.2.2 in [6] and the fact that the semiflow \(F(t, \cdot) : C \to C\) is conditionally completely continuous for each \(t \geq 1\), we can obtain that, for every bounded solution \(x_\phi\), the \(\omega\)-limit set

\[
\omega(\phi) \triangleq \left\{ \psi \in C : \text{There exists a sequence } \{t_n\} \subset \mathbb{R}_+ \text{ such that } t_n \to \infty \text{ and } F(t_n, \phi) \to \psi \text{ as } n \to \infty \right\}
\]

is nonempty. In fact, \(\omega(\phi)\) is compact, connected, and invariant. For every bounded solution \(x : \mathbb{R} \to \mathbb{R}^3\), the \(\alpha\)-limit set

\[
\alpha(x) = \left\{ \psi \in C : \text{There exists a sequence } \{t_n\} \subset (-\infty, 0] \text{ such that } t_n \to -\infty \text{ and } x_{t_n} \to \psi \text{ as } n \to \infty \right\}
\]

is also nonempty, compact, connected, and invariant. In the following, we also write \(\omega(x_0) = \omega(x)\) and \(\alpha(x_0) = \alpha(x)\) whenever \(x : \mathbb{R} \to \mathbb{R}^3\) is a bounded solution of (1.1) on \(\mathbb{R}\).

Let \(C_+ = \{\phi \in C : \phi(\theta) \geq 0 \text{ for all } \theta \in K\}\). Then \(C_+\) is a positive cone of \(C\) and induces the pointwise ordering \(\geq\) on \(C\); that is, for \(\phi, \psi \in C\), we say that \(\phi \geq \psi\) if \(\phi - \psi \in C_+\). For \(-\infty < a < b < \infty\), we set \(C_{a,b} \triangleq \{\phi \in C : a < \phi(\theta) < b \text{ for all } \theta \in K\}\).

**Definition 2.1.** For a continuous semiflow \(H\) on \(C\), \(H\) is said to be a monotone semiflow provided that \(H(t, \phi) - H(t, \psi) \in C_+\) whenever \(\phi - \psi \in C_+\) and \(t \in [0, \infty)\).

The monotone semiflow \(H\) is said to be an eventually strongly monotone semiflow with respect to the pointwise ordering provided that there exists \(T > 0\) such that \(H(t, \phi) - H(t, \psi) \in (C_+)^0\) whenever \(\phi - \psi \in C_+ \setminus \{\emptyset\}\) and \(t \in [T, \infty)\).

We can easily show the following proposition.

**Proposition 2.2.** Assume that \(x : \mathbb{R} \to \mathbb{R}^3\) is a solution of (1.1). Then \(y = (y^0, y^1, y^2)^T : \mathbb{R} \ni t \mapsto (x^1(t), x^2(t), x^0(t - 1))^T \in \mathbb{R}^3\) is also a solution of (1.1).

**Proposition 2.3.** Under the assumption (H1), the following statements are true.

(i) The semiflow \(F\) is an eventually strongly monotone semiflow with respect to the pointwise ordering.

(ii) The sets \(C_+\) and \(-C_+\) are positively invariant, and \(F(t, C_+ \setminus \{\emptyset\}) \subseteq (C_+)^0\), \(F(t, -C_+ \setminus \{\emptyset\}) \subseteq (-C_+)^0\) for all \(t > 4\).
(iii) If \(-\infty < a < \xi^- < \xi^+ < b < \infty\), then \(C_{a,b}\) is positively invariant and for each \(\phi \in C\) there exists \(t^* > 0\) such that \(F([t^*, \infty), \phi) \subseteq C_{a,b}\).

Proof. By Corollary 5.3.5 in Smith [22], we know that the semiflow \(F\) is an eventually strongly monotone semiflow with respect to the pointwise ordering. In particular, \(F(t, \phi) - F(t, \psi) \in (C_{a,b})^\circ\) whenever \(t > 4\) and \(\phi, \psi \in C\) such that \(\phi - \psi \in C_+ \setminus \{0\}\). Thus (i) holds.

It follows from the above discussions and \(0 \in E\) that (ii) holds.

Finally, (iii) can be proved by applying an argument similar to that of Proposition 2.1 in [15].

In what follows, we shall always assume that (H1) holds.

Remark 2.1. Consider the scalar delay differential equation

\[
\dot{u} = -\mu u(t) + f(u(t - r)),
\]

where \(r > 0\). Obviously, for a given real function \(u\) defined on some interval, we know that \(u\) satisfies (2.1) if and only if it satisfies the equation \(\frac{d(e^{rt}u(t))}{dt} = e^{rt}f(u(t - r))\). This, combined with the method of steps, gives that for each \(\phi \in C([r, 0], \mathbb{R}_+)\), there exists \(u : [-r, \infty) \to \mathbb{R}\) such that \(u\) satisfies (2.1) with \(u|_{[-r, 0]} = \phi\). In particular, if \(\phi \in C([-r, 0], \mathbb{R}_+)\) and \(\phi \neq 0\), then, for every solution \(u\) of (2.1) defined on \([-r, \infty)\) with \(u|_{[-r, 0]} = \phi\), we have \(u(t) > 0\) for all large \(t\). Analogously, if \(\phi \in C([-r, 0], (-\infty, 0])\) and \(\phi \neq 0\), then, for every solution \(u\) of (2.1) defined on \([-r, \infty)\) with \(u|_{[-r, 0]} = \phi\), we have \(u(t) < 0\) for all large \(t\).

By applying Proposition 2.3(iii) and a similar argument as those in [16, Chapter 17] or in [15], one can obtain the existence of a global attractor of the semiflow \(F\). This global attractor is a nonempty compact and invariant set \(A \subseteq C\) which attracts each bounded subset \(B \subseteq C\) in the sense that for any \(\varepsilon > 0\) there exists \(T^* = T^*(\varepsilon, A, B)\) such that \(F(t, B)\) belongs to the \(\varepsilon\)-neighborhood of \(A\) for all \(t \geq T^*\).

The global attractor \(A\) is uniquely determined.

Proposition 2.4. The global attractor \(A\) has the following properties:

(i) \(A = \{\phi \in C : \text{There is a bounded solution } x : \mathbb{R} \to \mathbb{R}^3 \text{ of (1.1) with } x_0 = \phi\}\).

(ii) \(A \subseteq \{\phi \in C : \xi^- \leq \phi(\theta) \leq \xi^+ \text{ for all } \theta \in \mathbb{R}\}\).

(iii) \(A\) is a compact subset of \(C^1\). Moreover, \(C\) and \(C^1\) define the same topology on \(A\).

(iv) The map \(F : \mathbb{R}_+ \times C \ni (t, \phi) \mapsto (x_\phi)_t\) can be extended to a continuous flow \(F_A : \mathbb{R} \times A \to A\) such that, for each \(\phi \in A\) and each \(t \in \mathbb{R}\), \(F_A(t, \phi) = x_t\), where \(x \in \mathbb{R}^3\) is the unique solution of (1.1) satisfying \(x_0 = \phi\).

Proof. (i) Suppose \(\phi \in A\). Obviously, there is a bounded solution \(x : \mathbb{R} \to \mathbb{R}^3\) with \(x_0 = \phi\) and \(x_t \in A\) for all \(t \in \mathbb{R}\) since \(A\) is a compact and invariant set of \(C\). On the other hand, if \(\phi \in C\) is given, then there exists a bounded solution \(x : \mathbb{R} \to \mathbb{R}^3\) with \(x_0 = \phi\), then \(Cl(\gamma(\phi))\) is a compact and invariant subset of \(C\). It follows from the attractivity of \(A\) that \(Cl(\gamma(\phi)) \subseteq A\). In particular, \(\phi \in A\). This proves the statement (i).

(ii) Let \(a_n = \xi^- - \frac{1}{n}\) and \(b_n = \xi^+ + \frac{1}{n}\) for all \(n \in \mathbb{N}\). By Proposition 2.3(iii), we obtain that \(A \subseteq C_{a_n, b_n}\) for all \(n \in \mathbb{N}\). Letting \(n\) tend to \(\infty\), we have \(A \subseteq C_{\xi^-, \xi^+}\), that is, \(A \subseteq \{\phi \in C : \xi^- \leq \phi(\theta) \leq \xi^+ \text{ for all } \theta \in \mathbb{R}\}\).

(iii) Let \(M_1 = \sup\{|-\mu \eta + f(\xi)| : \eta, \xi \in [\xi^-, \xi^+]|\}, M_2 = \sup\{|-\mu \eta + f(\xi)| : \xi \in [\xi^-, \xi^+]|\} \text{ and } M^* = \max\{M_1, M_2\}\). For any \(\phi \in A\), the invariance of \(A\), there exists a full solution \(x_\phi : \mathbb{R} \to \mathbb{R}^3\) of (1.1) with \((x_\phi)_0 = \phi\). Since \(f\) is continuously differentiable, it follows from (1.1) and the choice of \(M^*\) that \(|\frac{d\phi(\theta)}{d\theta}| \leq M^*\) and \(|\frac{d^\theta \phi(\theta)}{d \theta^2}| \leq M^*\) for all \(\theta \in [-1, 0]\). By the arbitrariness of \(\phi \in A\) and the Arzëla-Ascoli theorem, we obtain that \(A\) is a compact subset of \(C^1\).
Define \( \iota : C^1 \to C \) by \( \iota(\phi) = \phi \) for all \( \phi \in C^1 \). Obviously, \( \iota \) is a continuous map. It follows from the compactness of \( A \) in \( C^1 \) that \( \iota|_A \) is a closed map. Then \( \iota|_A \) is a homeomorphism. This implies that \( C \) and \( C^1 \) define the same topology on \( A \).

(iv) follows from the last assertion in Theorem 3.4.2 in [6].

**Proposition 2.5.** If \( \phi \in C_+ \setminus \{0\} \), then \( \omega(\phi) = \{\xi^+\} \). Analogously, if \( \phi \in (-C_+ \setminus \{0\}) \), then \( \omega(\phi) = \{\xi^-\} \).

**Proof.** We only prove the case where \( \phi \in C_+ \setminus \{0\} \) as the other case can be dealt with similarly. By Proposition 2.3(ii), there exist \( t^* > 4 \) and \( \eta \in (0, \xi^+) \) such that \( F(t^*, \phi) > \hat{\eta} \). It follows from (H1) that there exists \( \eta^* \in (0, \eta) \) such that \( f(\xi) > \mu \eta^* \) for all \( \xi \in [\eta^*, \infty) \). Then, by Corollary 5.2.2 in Smith [22], there exists \( \chi = (\chi^0, \chi^1, \chi^2)^\prime \in \mathbb{R}^3 \) such that for all \( j \in \{0, 1, 2\} \), \( \chi^j \geq \eta \) and \( \lim_{t \to \infty} (x_{i_0})^j(t) = \chi^j \).

In view of the definition of \( \omega(\eta^*) \), we know \( \omega(\eta^*) = \{\hat{\xi}\} \subseteq E \). This, combined with \( E = \{0, \hat{\xi}^-, \xi^+\} \), yields \( \omega(\eta^*) = \{\xi^+\} \). By the choice of \( \eta^* \), we have \( F(t^*, \phi) > \eta^* \). Proposition 2.3(i) implies \( F(t + t^*, \phi) \geq F(t, \eta^*) \) for all \( t \in \mathbb{R} \). By letting \( t \to \infty \), we have \( \omega(\phi) \geq \xi^+ \). This, combined with Proposition 2.4(ii) and the fact that \( \omega(\phi) \subseteq A \), gives \( \omega(\phi) = \{\xi^+\} \).

In the following, we summarize some properties of a discrete Lyapunov functional \( V \) and we refer to [19, 20] for more details.

Let \( I \subset \mathbb{K} \) be a nonempty subset of \( \mathbb{K} \) and let \( \phi \in C \) such that \( \phi|_I \) is not identically zero. Define the number of sign changes, \( sc(\phi; I) \), by \( sc(\phi; I) = 0 \) if \( \phi|_I \) is nonnegative or nonpositive and otherwise by

\[
sc(\phi; I) = \sup \left\{ k \in \mathbb{N} \setminus \{0\} : \begin{array}{c}
\text{There exists a strictly increasing finite sequence } \\
(\theta_j)_{j=1}^k \text{ in } I \text{ with } \phi(\theta_{j+1})\phi(\theta_j) < 0 \text{ for all } 1 \leq j \leq k
\end{array} \right\}.
\]

We denote \( sc(\phi; \mathbb{K}) \) by \( sc(\phi) \). In particular, \( sc(\phi) = 0 \) for all \( \phi \in (C_+ \cup (-C_+)) \setminus \{0\} \). Then, for any \( \phi \in C \setminus \{0\} \), define

\[
V(\phi) = \begin{cases}
sc(\phi) & \text{if } sc(\phi) \in 2\mathbb{N} \cup \{\infty\}, \\
sc(\phi) + 1 & \text{if } sc(\phi) \in 2\mathbb{N} + 1.
\end{cases}
\]

In order to state the properties of \( V \), we set

\[
R = \left( \bigcup_{i=-1}^{2} S^i \right) \cap S^*,
\]

where

\[
S^{-1} = \{ \phi \in C^1 : \text{if } \phi(-1) = 0, \text{ then } \phi(2)\phi(-1) < 0 \},
\]

\[
S^0 = \{ \phi \in C^1 : \text{if } \phi(0) = 0, \text{ then } \phi(0)\phi(1) > 0 \},
\]

\[
S^1 = \{ \phi \in C^1 : \text{if } \phi(1) = 0, \text{ then } \phi(0)\phi(2) < 0 \},
\]

\[
S^2 = \{ \phi \in C^1 : \text{if } \phi(2) = 0, \text{ then } \phi(1)\phi(-1) < 0 \},
\]

\[
S^* = \{ \phi \in C^1 : \text{if } \phi(\theta) = 0 \text{ for some } \theta \in [-1, 0], \text{ then } \dot{\phi}(\theta) \neq 0 \},
\]

and define several maps as follows: for each \( j \in \{0, 1, 2\} \), \( \pi^j : C \ni \phi \mapsto (\phi(j), \phi(j + 1))^\prime \in \mathbb{R}^2 \). Notice that \( \phi(3) = \phi(-1) \).

**Proposition 2.6.**

(i) For every \( \phi \in C \setminus \{0\} \) and for every sequence \( (\phi_n)_{n=0}^\infty \) in \( C \setminus \{0\} \) with \( \phi_n \to \phi \) as \( n \to \infty \), \( V(\phi) \leq \liminf_{n \to \infty} V(\phi_n) \).
(ii) For every \( \phi \in \mathbb{R} \) and for every sequence \((\phi_n)_{n=0}^\infty\) in \( C^1 \setminus \{0\} \) with \( \|\phi_n - \phi\|_{C^1} \to 0 \) as \( n \to \infty \), \( V(\phi) = \lim_{n \to \infty} V(\phi_n) < \infty \).

(iii) Let \( I \subset \mathbb{R} \) be an interval, \( \mu \in \mathbb{R}_+ \), and \( b_0, b_1, b_2 : I \to (0, \infty) \) be continuous.

Suppose that \( z = (z^0, z^1, z^2) \) is such that \( z^0 : I + [-1, 0] \to \mathbb{R} \) and \( z^1, z^2 : I \to \mathbb{R} \) so that \( |z_t| \) is continuously differentiable with

\[
\begin{aligned}
\dot{z}^0(t) &= -\mu z^0(t) + b_0(t) z^1(t), \\
\dot{z}^1(t) &= -\mu z^1(t) + b_1(t) z^2(t), \\
\dot{z}^2(t) &= -\mu z^2(t) + b_2(t) z^0(t - 1)
\end{aligned}
\]

for \( \inf I < t < \infty \) and \( z(t) \neq 0 \) for some \( t \in I + [-1, 0] \). Then the map \( I \ni t \to V(z_t) \in 2 \mathbb{N} \cup \{\infty\} \) is decreasing. Furthermore, we have

(a) if \( t \in I \), \( t - 3 \in I \) and either \( \dot{z}^j(t) = \dot{z}^{j+1}(t) = 0 \) for some \( j \in \{0, 1, 2\} \) or \( \dot{z}^j(t) = 0, \dot{z}^{j+1}(t) > 0 \) for some \( j \in \{1, 2\} \), then \( V(z_t) = \infty \) or \( V(z_{t-3}) > V(z_t) \);

(b) if \( t \in I \) with \( t - 4 \in I \) and \( V(z_{t-4}) = V(z_t) \), then \( z_t \in \mathbb{R} \).

Observe that the linear variational systems

\[
\begin{aligned}
\dot{y}^0(t) &= -\mu y^0(t) + f'(x^1(t)) y^1(t), \\
\dot{y}^1(t) &= -\mu y^1(t) + f'(x^2(t)) y^2(t), \\
\dot{y}^2(t) &= -\mu y^2(t) + f'(x^0(t - 1)) y^0(t - 1)
\end{aligned}
\]

along solutions \( x \) of (1.1) are of the form of (2.2) as well as the systems satisfied by the weighted differences \( y = (1/c)(x - \hat{x}) \), where \( c \neq 0 \), on a common domain of solutions \( x, \hat{x} \) of (1.1).

Remark 2.2. Assume that \( x : \mathbb{R} \to \mathbb{R}^3 \) is a solution of (1.1). Then by Proposition 2.4 (i) and (iii), for each sequence \( \{t_n\} \) with \( \lim_{n \to \infty} t_n = \infty \), there exist a subsequence \( \{s_n\} \) of \( \{t_n\} \) and \( \psi \in \omega(x) \) such that \( x_{s_n} \) tends to \( \psi \) in \( C^1 \) as \( n \to \infty \). Moreover, if there exists \( k \in \mathbb{N} \) such that \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \), then, by Proposition 2.6(iii)(b), \( x_t \in \mathbb{R} \) for all \( t \in \mathbb{R} \), and hence \( V(\psi) = 2k \) for all \( \psi \in \omega(x) \setminus \{0\} \). This follows from Proposition 2.6(ii).

Remark 2.3. For each \( m \in \mathbb{N} \), assume that \( x_m : \mathbb{R} \to \mathbb{R}^3 \) is a continuously differentiable map. If, for any compact interval \( I \) of \( \mathbb{R} \), \( \{x_m\}_{m \in \mathbb{N}}, \{x'_m\}_{m \in \mathbb{N}} \), and \( \{x'_m|I\}_{m \in \mathbb{N}} \) are all bounded maps on \( I \), then by the Arzéla-Ascoli theorem and the Cantor diagonalization process, there exist a subsequence of \( \{x_m\}_{m \in \mathbb{N}} \), say \( \{x_{m_k}\}_{k \in \mathbb{N}} \), and a map \( x : \mathbb{R} \to \mathbb{R}^3 \) such that \( x_{m_k} \to x \) and \( x_{m_k} \to \hat{x} \) uniformly in any compact interval of \( \mathbb{R} \) as \( k \to \infty \).

We conclude this section with the following corollary of the general Poincaré-Bendixon theorem for monotone cyclic feedback systems due to Mallet-Paret and Sell [20].

Proposition 2.7. For each \( \phi \in C, \omega(\phi) \) is either a single nonconstant periodic orbit or for each solution \( y : \mathbb{R} \to \mathbb{R}^3 \) of (1.1) in \( \omega(\phi) \), the sets \( \omega(y) \) and \( \alpha(y) \) consist of equilibria of \( F \). An analogous statement holds for \( \alpha \)-limit sets of bounded solutions of (1.1) on \( \mathbb{R} \).
3. Uniqueness, absence, and existence of periodic orbits. In this section, we first focus on the uniqueness and absence of periodic orbits with prescribed oscillation frequencies, i.e., in given level sets of the discrete Lyapunov functional $V$. Our approach uses the techniques in [3, 15], where oscillating periodic solutions of scalar delay equations are studied. For this purpose, it is necessary to consider the following system

$$
\begin{align*}
\dot{z}^0(t) &= -\mu z^0(t) + g(z^1(t)), \\
\dot{z}^1(t) &= -\mu z^1(t) + g(z^2(t)), \\
\dot{z}^2(t) &= -\mu z^2(t) + g(z^0(t - \tau)),
\end{align*}
$$

(3.1)

where $\mu > 0$, $\tau > 0$ and the $C^1$-function $g : \mathbb{R} \to \mathbb{R}$ is odd and satisfies $g'(x) > 0$ for all $x \in \mathbb{R}$. If $z$ is a solution of (3.1), then the function $w$ given by $w(t) = z(\tau t)$ is a solution of

$$
\begin{align*}
\dot{w}^0(t) &= -\tau \mu w^0(t) + \tau g(w^1(t)), \\
\dot{w}^1(t) &= -\tau \mu w^1(t) + \tau g(w^2(t)), \\
\dot{w}^2(t) &= -\tau \mu w^2(t) + \tau g(w^0(t - 1)).
\end{align*}
$$

(3.2)

**Proposition 3.1.** Let $w : \mathbb{R} \to \mathbb{R}^3$ be a nonconstant periodic solution of (3.2) with the minimal period $T_w > 0$. Then one of the following statements is true:

(i) $w^j(t) > 0$ for all $j \in \{0, 1, 2\}$ and $t \in \mathbb{R}$.

(ii) $w^j(t) < 0$ for all $j \in \{0, 1, 2\}$ and $t \in \mathbb{R}$.

(iii) For each $j \in \{0, 1, 2\}$, $w^j$ has a zero.

Additionally, if $g - \mu Id$ has exactly one zero $\eta^- \in (-\infty, 0)$ and exactly one zero $\eta^+ \in (0, \infty)$, $g'(\eta^-) < \mu$ and $g'(\eta^+) < \mu$, then, for each $j \in \{0, 1, 2\}$, $w^j$ has a zero.

**Proof.** Suppose that statement (iii) is not true. Then there exists $j_0 \in \{0, 1, 2\}$ such that $w^{j_0}$ has no zero. By Proposition 2.2, without loss of generality, we can assume $j = 0$. We shall finish the proof by distinguishing two cases.

Case 1. $w^0(t) > 0$ for all $t \in \mathbb{R}$. It follows from the third equation of (3.2) that

$$
\dot{w}^2(t) > -\tau \mu w^2(t).
$$

(3.3)

Pick up $t^* \in [0, T_w]$ such that $w^2(t^*) = \inf\{w^2(t) : t \in \mathbb{R}\}$. Obviously, $w^2(t^*) = 0$. Then, by (3.3), $w^2(t^*) > 0$, and hence $w^2(t) \geq w^2(t^*) > 0$ for all $t \in \mathbb{R}$. Similarly, with the help of $w^0(t) > 0$ for all $t \in \mathbb{R}$ and the second equation of (3.2), we can show that $w^1(t) > 0$ for all $t \in \mathbb{R}$. Therefore, statement (i) holds.

Case 2. $w^0(t) < 0$ for all $t \in \mathbb{R}$. Similar arguments to those in Case 1 will show that statement (ii) holds.

Now, suppose that $g - \mu Id$ has exactly one zero $\eta^- \in (-\infty, 0)$ and exactly one zero $\eta^+ \in (0, \infty)$, $g'(\eta^-) < \mu$ and $g'(\eta^+) < \mu$. We show that neither statement (i) nor statement (ii) holds. By way of contradiction, if statement (i) holds, then, by Proposition 2.5, $\omega(w_0) = \{\hat{\eta}^+\}$, a contradiction as $w$ is a nonconstant periodic solution of (3.2). Thus statement (i) is not true. Similarly, statement (ii) cannot be true. Therefore, $w^j$ has a zero for all $j \in \{0, 1, 2\}$.

We now give a priori information on periodic solutions of (3.2) which follows from the general results in [20] for certain systems of delay differential equations.

**Proposition 3.2.** Let $w : \mathbb{R} \to \mathbb{R}^3$ be a nonconstant periodic solution of (3.2) with the minimal period $T_w > 0$. Then the following statements are true.

(i) For each $j \in \{0, 1, 2\}$, $C^j_w : [0, T_w] \ni t \mapsto \pi^j(w_t) \in \mathbb{R}^2$ and $C^{j+1}_w : [0, T_w] \ni t \mapsto (w^j(t), w^{j+1}(t))^{\tau_t} \in \mathbb{R}^2$ are two simple closed curves.
Proposition 3.2(ii) and (iii), the last statement in Proposition 2.6 and the definition of the minimal period with the minimal period \( w \) yields the following result.

For each \( j \in \{0, 1, 2\} \), we have \( w^j(t_0') \neq 0 \) and \( w^j(t_1') \neq 0 \). This follows from Proposition 3.2(iv) in combination with the last statement in Proposition 2.6 and the definition of \( R \).

Remark 3.1. For \( j \in \{0, 1, 2\} \) and \( t_0' \) and \( t_1' \) in Proposition 3.2(ii), we have \( w^j(t_0') \neq 0 \) and \( w^j(t_1') \neq 0 \). This follows from Proposition 3.2(iv) in combination with the last statement in Proposition 2.6 and the definition of \( R \).

Remark 3.2. Assume that \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) is a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \). If \( w^0 \) has a zero, then for each \( j \in \{0, 1, 2\} \), by Proposition 3.1 and Proposition 3.2(ii) and (iii), there exists a \( t_2' \in [0, T_w] \) such that \( w^j(t_2') = 0 \) and \( w^j(t_2') > 0 \). Moreover, the following statements are true.

(i) \( (-1)^j w(t) > 0 \) for all \( l \in \mathbb{Z} \) and \( t \in (t_2' + \frac{1}{2}T_w, t_2' + \frac{1}{2}T_w) \).

(ii) \( \{t \in \mathbb{R} : w(t) = 0\} = \{t_2' + \frac{1}{2}T_w : l \in \mathbb{Z}\} \).

(iii) All zeros of \( w^j \) are simple, in particular, \( (1)^j w(t_2' + \frac{1}{2}T_w) > 0 \) for all \( l \in \mathbb{Z} \).

Remark 3.3. Assume that \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) is a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \). For each \( j \in \{0, 1, 2\} \), choose \( t_2' \in [0, T_w] \) such that \( w^j(t_2') = \max\{w^j(t) : t \in \mathbb{R}\} \). If \( w^0 \) has a zero, then by Proposition 3.1, Proposition 3.2(ii) and (iii), \( (1)^j w(t) < 0 \) for all \( l \in \mathbb{Z} \) and \( t \in (t_2' + \frac{1}{2}T_w, t_2' + \frac{1}{2}T_w) \).

Observe that for every solution \( z : \mathbb{R} \rightarrow \mathbb{R}^3 \) of (3.1) and for the corresponding solution \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) of (3.2) and for every \( j \in \{0, 1, 2\} \), we have

\[
\{(z^j(t), \dot{z}^j(t))^T : t \in \mathbb{R}\} = \left\{ \left( \begin{array}{c} w^j(t) \\ \frac{1}{2}w^j(t) \end{array} \right) : t \in \mathbb{R} \right\}.
\]

Note that for every solution \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) of (3.2) and for every \( t \in \mathbb{R} \), the values \( w^j(t) \) and \( w^j(t)/\tau \) uniquely determine \( w^{j+1}(t) \). Here, as before, \( w^j(t) = w^0(t - 1) \). Proposition 3.2 combined with these facts yields the following result.

Corollary 3.3. Let \( z : \mathbb{R} \rightarrow \mathbb{R}^3 \) be a nonconstant periodic solution of (3.1) with the minimal period \( T_z > 0 \). Then the following statements are true.

(i) For each \( j \in \{0, 1, 2\} \), the map \( Z^j : [0, T_z] \rightarrow \mathbb{R}^3 \) satisfies \( z(t) \neq \emptyset \) for all \( t \in \mathbb{R} \).

(ii) If \( z^0 \) has a zero, then \( 0 \in \text{int}(Z^j) \) for all \( j \in \{0, 1, 2\} \).

(iii) Let \( x : \mathbb{R} \rightarrow \mathbb{R}^3 \) be a nonconstant periodic solution of (3.1) with the minimal period \( T_x > 0 \). Suppose that the functions \( w, y : \mathbb{R} \rightarrow \mathbb{R}^3 \) satisfy \( y(t) \neq w_s \) for all \( t, s \in \mathbb{R} \). Then, for every \( j \in \{0, 1, 2\} \), the traces of \( Z^j \) of the simple closed curve \( \pi^j \) are disjoint. An analogous statement holds if \( (z^j(t), \dot{z}^j(t))^T \) and \( (\bar{z}^j(t), \dot{\bar{z}}^j(t))^T \) are replaced with \( \pi^j(z_t) \) and \( \pi^j(x_t) \), respectively.

Proposition 3.4. Let \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) be a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \). If \( V(w_1) = 2k + 2 \) for some \( k \in \mathbb{N} \) and for all \( t \in \mathbb{R} \), then there exists \( \alpha \in [0, T_w) \) such that \( (w^j(t), w^j(t), w^j(t - 1)) = (w^0(t + \alpha), w^0(t + \alpha), w^0(t + \alpha)) \) for all \( t \in \mathbb{R} \).
Proof. Define \( v : \mathbb{R} \ni t \mapsto (w^1(t), w^2(t), w^0(t - 1))^t \in \mathbb{R}^3 \). By Proposition 2.2, \( v \) is also a nonconstant periodic solution of (3.2) with the minimal period \( T_w \). By Proposition 3.1 and the fact that \( V(w_t) = 2k + 2 > 0 \), we know that, for any \( j \in \{0, 1, 2\} \), \( w^j \) and \( v^j \) have a zero. Suppose the desired result is not true. Then \( w_s \neq v_t \) for all \( s, t \in \mathbb{R} \). By Proposition 3.2(iii), \( 0 \in \text{int}(c^0_w) \) and \( 0 \in \text{int}(c^1_w) \) for each \( j \in \{0, 1, 2\} \). Then by Proposition 3.2(v), for each \( j \in \{0, 1, 2\} \), either \( c^1_w \subseteq \text{int}(c^n_w) \) or \( c^1_v \subset \text{int}(c^n_v) \). Without loss of generality, we may assume that \( c^0_w \subseteq \text{int}(c^0_v) \). It follows from the definitions of \( c_w^0 \) and \( c_v^0 \) that \( w^0(\mathbb{R}) \subseteq v^0(\mathbb{R}) = w^2(\mathbb{R}) \) and \( w^1(\mathbb{R}) \subseteq v^1(\mathbb{R}) = w^2(\mathbb{R}) \). The latter, combined with the fact that either \( c^1_w \subseteq \text{int}(c^n_v) \) or \( c^1_v \subset \text{int}(c^n_v) \), implies \( w^1(\mathbb{R}) \subseteq \text{int}(c^0_v) \). Otherwise, we have \( c^1_w \subset \text{int}(c^1_v) \), which implies that \( \text{int}(c^1_v) \). Therefore, we have obtained that \( w^0(\mathbb{R}) \subseteq w^1(\mathbb{R}) \subseteq w^2(\mathbb{R}) \). This is a contradiction and hence the proof is complete. \( \Box \)

Proposition 3.5. Let \( w : \mathbb{R} \rightarrow \mathbb{R}^3 \) be a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \) and for all \( t \in \mathbb{R} \), then there exists \( \delta \in (-\frac{1}{2}, 1) \) such that the following results are true.

(i) \( 1 = kT_w + \delta T_w \).

(ii) \( (w^1(t), w^2(t), w^0(t - 1)) = (w^0(t + \alpha), w^1(t + \alpha), w^2(t + \alpha)) \) for all \( t \in \mathbb{R} \), where \( \alpha = \frac{1 - \delta}{\delta}T_w \).

Proof. By Proposition 3.1 and the definition of \( V \), we know that \( w^j \) has a zero for all \( j \in \{0, 1, 2\} \) since \( V(w_t) = 2k + 2 > 0 \) for all \( t \in \mathbb{R} \).

First, we show (i) by way of contradiction. Suppose that there is no \( \delta \in (-\frac{1}{2}, 1] \) such that \( 1 = kT_w + \delta T_w \). Then it is easy to see that either \( \frac{1}{k} > k + 1 \) or \( \frac{1}{k} < k - 1 \). If the former holds, then \( 1 > (k + 1)T_w \). By Proposition 3.2(ii), we may pick up \( s^* \in \mathbb{R} \) such that \( w^0(s^*) = 0 \) and \( w^0(s^*) > 0 \). Let \( t^* = s^* + \min\{\frac{T_w}{4}, \frac{1}{2(k + 1)}T_w\} \) and \( t^{**} = \max\{t^* - 1, s^* - (k + \frac{1}{2})T_w\} \). Then \( * \in (s^*, s^* + \frac{T_w}{4}] \), \( t^* - 1 \leq s^* - \frac{1}{2(k + 1)}T_w \leq s^* - (k + 1)T_w \), and thus \( t^{**} < s^* - (k + 1)T_w \). It follows from Proposition 3.2(ii)–(iii) that \( w^0(t) > 0 \) for all \( t \in (s^*, t^*) \), \( w^0(t) < 0 \) for all \( t \in (s^* - (l + \frac{1}{2})T_w, s^* - lT_w) \) and all \( l \in \{0, 1, 2, \ldots, k\} \), \( w^0(t) > 0 \) for all \( t \in (s^* - (l + 1)T_w, s^* - lT_w) \) and all \( l \in \{0, 1, 2, \ldots, k\} \), \( w^0(t) < 0 \) for all \( t \in (t^*, s^* - (k + 1)T_w) \). Then \( w^0\min\{t^*, s^* + \frac{T_w}{4}\} > 0 \) and \( w^0(t^{**}) < 0 \) and \( (1) + (2) + (3) > 0 \) for all \( l \in \{0, 1, 2, \ldots, k\} \). By the definition of \( s^* \) and \( V, sc(w_t) : [-1, 0] \geq 2k + 3 \) and hence \( V(w_t) \geq 2k + 4 \), a contradiction. If the latter holds, then, by a similar argument with obvious modifications, we can obtain \( V(w_t) \leq 2k \) for some \( t \in \mathbb{R} \), a contradiction. Therefore, \( 1 = kT_w + \delta T_w \) for some \( \delta \in (-\frac{1}{2}, 1] \) and (i) is proved.

Now, we prove (ii). By Proposition 3.4, there exists \( \alpha \in [0, T_w) \) such that \( w^1(t) = w^0(t + \alpha), w^2(t) = w^1(t + \alpha), \) and \( w^0(t - 1) = w^0(t - \alpha) \) for all \( t \in \mathbb{R} \). It follows that \( w^0(t - 1) = w^0(t + 3\alpha) \) for all \( t \in \mathbb{R} \). Since \( w \) is periodic with the minimal period \( T_w \), there exists an integer \( m \) such that \( 3\alpha + 1 = mT_w \). We distinguish three cases to show that \( m = k + 1 \).

Case 1. \( \delta \in (-\frac{1}{2}, 0] \). Then \( m = \frac{1 + 3\alpha}{T_w} = \frac{kT_w + 3\delta T_w + 3\alpha}{T_w} \) implies that \( m \in \{k, k + 1, k + 2\} \). We now show, by way of contradiction, that \( m = k + 1 \). Suppose that \( m \neq k + 1 \). Then \( m = k + 2 \) or \( m = k \). If \( m = k + 2 \), then \( \alpha = \frac{T_w}{4} \) and hence \( w^0(t) = w^0(t + \frac{T_w}{4}) \) for all \( t \in \mathbb{R} \). From (3.2) we have \( w^0(t) = \tau w^0(t + \frac{T_w}{4}) \) for all \( t \in \mathbb{R} \). By Proposition 3.2(ii)–(iii), there exists \( r_1 \in \mathbb{R} \) such that \( w^0(t) > 0 \) for all \( t \in (r_1, r_1 + \frac{1}{2}T_w) \). Since \( \frac{T_w}{4} \in [0, \frac{1}{2}] \), we have \( w^0(t) > 0 \) for all \( t \in (r_1, r_1 + \frac{1}{2}T_w) \). This, combined with Remark 2.1, gives...
that \( w^0(t) > 0 \) for all large \( t \). It follows from the periodicity of \( w \) that \( w^0(t) > 0 \) for all \( t \in \mathbb{R} \), a contradiction. If \( m = k \), then \( \alpha = -\frac{2}{3} T_w \) and hence \( w^1(t) = w^0(t - \frac{\delta}{3} T_w) \) and \( w^2(t) = w^0(t - \frac{2\delta}{3} T_w) \) for all \( t \in \mathbb{R} \). By Proposition 3.2(ii)–(iii), there exists \( s_1 > 0 \) such that \( w^0(s_1) = 0 \) and \( w^0(s_1) > 0 \). Let \( s_2 = s_1 + \frac{1 + 3\delta}{3} T_w \). Then, by Proposition 3.2(ii)–(iii) and the choices of \( s_1 \) and \( s_2 \), we know that \( w^0(t) > 0 \) for all \( t \in (s_1, s_2) \), \( w^0(t) > 0 \) for all \( t \in (s_2 - \frac{2\delta}{3} T_w, s_1 + \frac{2\delta}{3} T_w) \), \((-1)^j w^0(t) < 0 \) for all \( t \in (s_1 - \frac{(1+\delta)}{3} T_w, s_1 - \frac{\delta T_w}{3}) \) and all \( j \in \{0, 1, 2, \ldots, 2k - 2\} \). Moreover, \( w^1(s_2) = w^0(s_1) > 0 \) and \( w^2(s_1) = w^0(s_2 - \frac{2\delta}{3} T_w) > 0 \) since \( s_2 - \frac{\delta T_w}{3} \in [s_1, s_1 + \frac{\delta T_w}{3}] \) and \( s_2 - \frac{2\delta}{3} T_w \in [s_1, s_1 + \frac{2\delta}{3} T_w] \). It follows from the definitions of \( sc \) and \( V \) that \( sc(w_{s_2}) = 2k \) and thus \( V(w_{s_2}) = 2k \), a contradiction. Therefore, \( m = k + 1 \).

Case 2. \( \delta \in (0, \frac{1}{2}) \). In this case, as before, we can see that \( m \in \{k + 1, k + 2, k + 3\} \). Again, we show by way of contradiction that \( m = k + 1 \). Suppose that \( m \neq k + 1 \). Then \( m \in \{k + 2, k + 3\} \). It follows from \( \alpha \in \{\frac{2 - \delta}{3} T_w, \frac{2 \delta}{3} T_w\} \) that \( \alpha - T_w \in [-\frac{1}{2} T_w, 0] \). Thus \( w^0(t) = w^0(t + \alpha) = w^0(t - \alpha - T_w) \) for all \( t \in \mathbb{R} \). From (3.2) we have \( w^0(t) = -\tau \mu w^0(t) + \tau f(w^0(t - T_w - \alpha)) \) for all \( t \in \mathbb{R} \). By an argument similar to that in excluding \( m = k + 2 \) in Case 1, we can get \( w^0(t) > 0 \) for all \( j \in \{0, 1\} \) and \( t \in \mathbb{R} \). Therefore, \( m = k + 1 \).

Case 3. \( \delta \in \left(\frac{1}{2}, 1\right) \). In this case, again we have \( m \in \{k + 1, k + 2, k + 3\} \). We still use by way of contradiction to show that \( m = k + 1 \). Suppose that \( m \neq k + 1 \). Then \( m \in \{k + 2, k + 3\} \). First, suppose \( m = k + 3 \). Then \( \alpha = \frac{2}{3} T_w \) and hence \( \alpha - \frac{1}{4} T_w = -\frac{1}{4} T_w \in \left[\frac{T_w}{3}, 0\right] \). Again, an argument similar to that in excluding \( m = k + 2 \) in Case 1 will produce a contradiction. Now, suppose \( m = k + 2 \). By Proposition 3.2(ii)–(iii), there exists \( t_1 \) such that \( w^0(t_1) = 0 \) and \( w^0(t_1) > 0 \). Let \( t_2 = t_1 + \frac{3}{4} T_w \). Then, by the choices of \( t_1 \) and \( t_2 \), we know that \( w^0(t) > 0 \) for all \( t \in (t_1, t_2) \), \( w^0(t) > 0 \) for all \( t \in (t_2 - 1, t_1 - (k + 2) T_w) \), \((-1)^j w^0(t) < 0 \) for all \( t \in (t_1 - \frac{1 + \delta}{3} T_w, t_1 - \frac{\delta T_w}{3}) \) and all \( j \in \{1, 2, \ldots, 2k + 3\} \). It follows from the definitions of \( sc \) and \( V \) that \( sc(w_{t_2}) \geq 2k + 5 \) and thus \( V(w_{t_2}) \geq 2k + 6 \), a contradiction. Therefore, \( m = k + 1 \).

Conversely, let \( w : \mathbb{R} \to \mathbb{R}^3 \) be a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \). Suppose that \( w^0 \) has a zero and there exists \( k \in \mathbb{N} \) such that \( w^0(t) = w^0(t + \alpha) \) for all \( t \in \mathbb{R} \), where \( \alpha = \frac{(k+1)T_w - 1}{3} \in [0, T_w) \). Then, by Proposition 3.2(iv) and the fact that \( w^0 \) has a zero, we can infer \( V(w_t) = 2 + 2l \) for all \( t \in \mathbb{R} \) and some \( l \in \mathbb{N} \). Thus the Proposition 3.5 tells us that \( w^0(t), w^2(t), w^0(t - 1) = (w^0(t + \alpha^*), w^0(t + \alpha^*), w^0(t + \alpha^*)) \) for all \( t \in \mathbb{R} \), where \( \alpha^* = \left(\frac{2 + l + 1}{2} - \frac{1}{T_w}\right) \in [0, 2\pi] \). We claim that \( l = k \). If not, then \( |\alpha - \alpha^*| \in (0, T_w) \). It follows from \( w^1(t) = w^0(t + \alpha) = w^0(t + \alpha^*) \) for all \( t \in \mathbb{R} \) that \( w^0(t) = w^0(t + |\alpha - \alpha^*|) \) for all \( t \in \mathbb{R} \). This implies that \( |\alpha - \alpha^*| \) is also a period of \( w \), which contradicts with the fact that \( T_w \) is the minimal period of \( w \). Therefore, \( l = k \) and we have proved the following result.

**Corollary 3.6.** Let \( w : \mathbb{R} \to \mathbb{R}^3 \) be a nonconstant periodic solution of (3.2) with the minimal period \( T_w > 0 \). If \( w^0 \) has a zero and there exists \( k \in \mathbb{N} \) such that \( \alpha = \frac{(k+1)T_w - 1}{3} \in [0, T_w) \) and \( w^1(t) = w^0(t + \alpha) \) for all \( t \in \mathbb{R} \), then \( V(w_t) = 2k + 2 \) for all \( t \in \mathbb{R} \).

For each \( \theta \in [0, 2\pi) \), define \( l(\theta) = \{r | (r \cos \theta, r \sin \theta)^T \in \mathbb{R} : r \geq 0\} \).

**Proposition 3.7.** Let \( z : \mathbb{R} \to \mathbb{R}^3 \) be a nonconstant periodic solution of (3.1) with the minimal period \( T > 0 \). Assume that \( z^0 \) has a zero. For a given \( j \in \{0, 1, 2\} \), let a maximum \( a \in \mathbb{R} \) of \( z^j \) be given. Then the functions

\[
\psi^j : [0, 2\pi) \ni \theta \mapsto \inf \{t \in [a, a + T] : (z^j(t), z^j(t))^T \in l(\theta)\} \in \mathbb{R}
\]
and

$$\Psi^j : [0, 2\pi) \ni \theta \mapsto \sup \{ t \in (a, a + T) : (z^j(t), \dot{z}^j(t))^{tr} \in l(\theta) \} \in \mathbb{R}$$

are strictly decreasing.

Proof. We only show that $\psi^j$ is strictly decreasing as the proof for $\Psi^j$ to be strictly decreasing is similar. Observe that $w : \mathbb{R} \ni t \mapsto z(rt) \in \mathbb{R}^3$ is a nonconstant periodic solution of (3.2). By Remarks 3.2 and 3.3, there exist reals $a_1, a_2, a_3$ such that $a < a_1 < a_2 < a_3 < a + T$ and

$$z^j(a_1) = \dot{z}^j(a_2) = \dot{z}^j(a_3) = 0,$$
$$z^j(t) > 0 \quad \text{for} \quad a \leq t < a_1 \quad \text{and} \quad a_3 < t \leq a + T,$$
$$z^j(t) < 0 \quad \text{for} \quad a_1 < t < a_3,$$
$$\dot{z}^j(t) < 0 \quad \text{for} \quad a < t < a_2,$$
$$\dot{z}^j(t) > 0 \quad \text{for} \quad a_2 < t < a + T.$$

For a given $\theta \in (0, \pi/2)$, observe that

$$(z^j(t), \dot{z}^j(t))^{tr} \in l(\theta) \quad \text{for some} \ t \in (a, a + T)$$

if and only if

$$t \in (a_3, a + T) \quad \text{and} \quad \theta = \arctan \frac{\dot{z}^j(t)}{z^j(t)}.$$

Clearly, $\psi^j(0) = a + T$, $\psi^j(\pi/2) = a_3$, and $\psi^j(\theta) \in (a_3, a + T)$ for all $\theta \in (0, \pi/2)$.

The function $(a_3, a + T) \ni t \mapsto \arctan \frac{\dot{z}^j(t)}{z^j(t)} \in \mathbb{R}$ is continuous with range in $(0, \pi/2)$.

Moreover, $\lim_{t \to a_3^+} \arctan \frac{\dot{z}^j(t)}{z^j(t)} = \pi/2$ and $\lim_{t \to (a + T)^-} \arctan \frac{\dot{z}^j(t)}{z^j(t)} = 0$. It follows that

$$\psi^j(\theta) = \min \left\{ t \in (a_3, a + T) : \theta = \arctan \frac{\dot{z}^j(t)}{z^j(t)} \right\}.$$

Let $\theta_1$ and $\theta_2$ be given in $(0, \pi/2)$ with $\theta_1 < \theta_2$. By way of contradiction, we show $\psi^j(\theta_1) > \psi^j(\theta_2)$. If not, we have $\psi^j(\theta_1) \leq \psi^j(\theta_2)$. Then there exist $t_1$ and $t_2$ in $(a_3, a + T)$ such that

$$t_1 = \psi^j(\theta_1) \quad \text{and} \quad \theta_l = \arctan \frac{\dot{z}^j(t_l)}{z^j(t_l)}, \quad l = 1, 2.$$

Since $t_1 = \psi^j(\theta_1) \leq \psi^j(\theta_2) = t_2$ and $\theta_1 < \theta_2$, we have $t_1 < t_2$. This, combined with the facts that $\lim_{t \to a_3^+} \arctan \frac{\dot{z}^j(t)}{z^j(t)} = \pi/2$ and $0 < \arctan \frac{\dot{z}^j(t_1)}{z^j(t_1)} < \arctan \frac{\dot{z}^j(t_2)}{z^j(t_2)} < \pi/2$, implies the existence of $t_3 \in (a_3, t_1)$ such that $\arctan \frac{\dot{z}^j(t_3)}{z^j(t_3)} = \arctan \frac{\dot{z}^j(t_2)}{z^j(t_2)} = \theta_2$. This contradicts the choice of $\psi^j(\theta_2)$ and $t_2$. It follows that $\psi^j$ is strictly decreasing on $[0, \pi/2]$. Similarly, one can show that $\psi^j$ is strictly decreasing on each of the three intervals, $[\pi/2, \pi]$, $[\pi, 3\pi/2]$, and $[3\pi/2, 2\pi]$. This completes the proof. \[\square\]

The next result is the key to obtaining results on uniqueness of periodic orbits and results on absence of rapidly oscillating periodic solutions. It is analogous to earlier results in [3, 15] on periodic solutions of some scalar delay differential equations.

**Proposition 3.8.** Let $k \in \mathbb{N} \setminus \{0, 1\}$ and $\tau \geq 1$. Suppose that $f$ satisfies (H1) and
The function $(0, \infty) \ni \xi \mapsto \frac{f'(\xi)}{f(\xi)}$ is strictly decreasing.

Also suppose $g : \mathbb{R} \to \mathbb{R}$ is an odd and continuously differentiable function satisfying

(H3) $g'(0) = f'(0)$, and $g(\xi) > f(\xi)$ and $\frac{g'(\xi)}{f(\xi)} > \frac{f'(\xi)}{f(\xi)}$ for all $\xi \in (0, \infty)$.

Let $x$ be a nonconstant periodic solution of (1.1) with the minimal period $T_x > 0$ and let $z$ be a nonconstant periodic solution of (3.1) with the minimal period $T_z > 0$. Suppose $w : \mathbb{R} \ni t \mapsto z(\tau t) \in \mathbb{R}^3$ satisfies $V(x_t) = V(w_t) = 2k$ for all $t \in \mathbb{R}$. Define $X^j : [0, T_z) \ni t \mapsto (x(t), z(t))^{(j)} \in \mathbb{R}^2$ and $Z^j : [0, T_z) \ni t \mapsto (z(t), \dot{z}(t))^{(j)} \in \mathbb{R}^2$ for all $j \in \{0, 1, 2\}$. If $|Z^j| \subset |X^j| \cup \text{ext}(X^j)$ and $r|Z^j| \subset \text{ext}(X^j)$ for all $r \in (1, \infty)$ and for all $j \in \{0, 1, 2\}$, then $|Z^j| \cap |X^j| = \emptyset$ for all $j \in \{0, 1, 2\}$.

Proof. By applying Proposition 3.4, we remark that there exist $\alpha^* \in [0, T_z)$ and $\beta^* \in [0, T_z)$ such that $x^2(t) = x^1(t + \alpha^*) = x^0(t + 2\alpha^*)$ and $z^2(t) = z^1(t + \beta^*) = z^0(t + 2\beta^*)$ for all $t \in \mathbb{R}$. Thus, by the definitions of $X^j$ and $Z^j$, we have $|X^0| = |X^1| = |X^2|$ and $|Z^0| = |Z^1| = |Z^2|$.

By way of contradiction, we may assume that $|Z^j| \cap |X^j| \neq \emptyset$ for some $j \in \{0, 1, 2\}$. This, combined with the above discussions, implies $|Z^0| \cap |X^0| \neq \emptyset$.

First, it follows from Proposition 3.1 and the facts that $k \in \mathbb{N} \setminus \{0, 1\}$ and $V(x_t) = V(w_t) = 2k$ for all $t \in \mathbb{R}$ that $x^1(t^*) = 0$ for some $t^* \in \mathbb{R}$ and $z^0(s^*) = 0$ for some $s^* \in \mathbb{R}$; i.e., $x^1$ and $z^0$ have zeros. Then Corollary 3.3(ii) implies $0 \in \text{int}(X^0)$ and $0 \in \text{int}(Z^0)$. Note that $|Z^0| \subseteq |X^0| \cup \text{ext}(X^0)$ implies that $|X^0| \subseteq |Z^0| \cup \text{ext}(Z^0)$. Thus, for each $\theta \in [0, 2\pi)$, any point of $l(\theta) \cap |X^0|$ is not closer to $0 \in \mathbb{R}^2$ than any point of $l(\theta) \cap |X^0|$. Using $|Z^0| \cap |X^0| \neq \emptyset$ and a translation if necessary, without loss of generality, we may assume $X^0(0) = Z^0(0)$, i.e.,

\begin{equation}
\begin{aligned}
x^0(0) &= z^0(0) \quad \text{and} \quad x^0(0) = z^0(0).
\end{aligned}
\end{equation}

We distinguish two cases to complete the proof.

Case 1. $x^0(0) = z^0(0) = 0$. Then $c = x^0(0) = z^0(0) \neq 0$ since $0 \in \text{int}(X^0)$ and $0 \in \text{int}(Z^0)$. Without loss of generality, we assume $c > 0$ as the proof for the case where $c < 0$ is similar. Proposition 3.2(iii) yields that $x(s) = x^0(s)$ and $z(s) = z^0(s)$ for all $s \in \mathbb{R}$. This, combined with Remarks 3.2 and 3.3, implies

\begin{equation*}
\begin{aligned}
c &= \max_{t \in \mathbb{R}} x^0(t) = \max_{t \in \mathbb{R}} x^0(t), & & -c &= \min_{t \in \mathbb{R}} x^0(t) = \min_{t \in \mathbb{R}} x^0(t), \\
x^0\left(-\frac{T_z}{2}\right) &= -c \quad \text{for } t < t < \frac{T_z}{2}, & & z^0\left(-\frac{T_z}{2}\right) &= -c \quad \text{for } t < t < \frac{T_z}{2}, \\
x^0\left(-\frac{T_z}{2}\right) &= -c \quad \text{for } t < t < 0, & & z^0\left(-\frac{T_z}{2}\right) &= c \quad \text{and } z^0\left(-\frac{T_z}{2}\right) = 0.
\end{aligned}
\end{equation*}

Let $T^* = \min\{T_x, T_z\}$. We claim that $x^0(s) \leq x^0(s)$ for $-T^*/2 \leq s \leq 0$.

We now prove the claim. Let $(x^0)^{-1}$ and $(z^0)^{-1}$ be the inverses of the functions $[-\frac{T_x}{2}, 0] \ni t \mapsto x^0(t) \in \mathbb{R}$ and $[-\frac{T_z}{2}, 0] \ni t \mapsto z^0(t) \in \mathbb{R}$, respectively. Then the domain of $(x^0)^{-1}$ is the same as that of $(z^0)^{-1}$, which is $[-c, c]$. The functions

\begin{equation*}
\begin{aligned}
\phi^0_x : [-c, c] \ni u \mapsto x^0((x^0)^{-1}(u)) \in \mathbb{R}
\end{aligned}
\end{equation*}

and

\begin{equation*}
\begin{aligned}
\phi^0_z : [-c, c] \ni u \mapsto z^0((z^0)^{-1}(u)) \in \mathbb{R}
\end{aligned}
\end{equation*}

satisfy $\phi_x^0(-c) = \phi_x^0(c) = \phi_z^0(c) = \phi_z^0(c) = 0$, and $\phi_x^0(u) > 0$ and $\phi_z^0(u) > 0$ for all $u \in (-c, c)$. The arcs $\Omega_x = \{X^0(t) : t \in [-\frac{T_z}{2}, 0]\}$ and $\Omega_z = \{Z^0(t) : t \in [-\frac{T_z}{2}, 0]\}$
The functions \( \phi^0_x(u) \) and \( \phi^0_z(u) \) we easily see that the claim holds. Thus, for \( x \) and \( z \), we have \( |X^0| = \Omega_z \cup (-\Omega_z) \) and \( |Z^0| = \Omega_z \cup (-\Omega_z) \). Hence

\[
\text{int}(X^0) = \{(u,v)^T : u \in (-c,c), -\phi^0_x(-u) < v < \phi^0_x(u)\}.
\]

From \( |Z^0| \subset |X^0| \cup \text{ext}(X^0) \), we conclude

\[
(3.5) \quad \phi^0_x(u) \leq \phi^0_z(u) \quad \text{for } -c \leq u \leq c.
\]

The functions \( x \) and \( z \) satisfy

\[
x^0(t) = \phi^0_x(x^0(t)) \quad \text{for all } t \in [-T_x, 0]
\]

and

\[
z^0(t) = \phi^0_z(z^0(t)) \quad \text{for all } t \in [-T_z, 0].
\]

For \(-T_z/2 < s_1 < s_2 < 0\), the last equation and the inequality \( z^0(t) > 0 \) for \(-T_z/2 < t < 0\) combined yield

\[
\int_{z^0(s_1)}^{z^0(s_2)} \frac{du}{\phi^0_z(u)} = \int_{s_1}^{s_2} \frac{z^0(t)}{\phi^0_z(z^0(t))} dt = s_2 - s_1.
\]

Similarly,

\[
\int_{z^0(s)}^{z^0(s_2)} \frac{du}{\phi^0_z(u)} = s_2 - s_1 \quad \text{for } -\frac{T_z}{2} < s_1 < s_2 < 0.
\]

By the continuity of \( z \) and \( x \) at 0, we have

\[
\int_{z^0(s)}^{c} \frac{du}{\phi^0_z(u)} = -s \quad \text{for } -\frac{T_z}{2} < s \leq 0
\]

and

\[
\int_{z^0(s)}^{c} \frac{du}{\phi^0_z(u)} = -s \quad \text{for } -\frac{T_z}{2} < s \leq 0.
\]

Thus, for \(-T^*/2 < s \leq 0\), we obtain immediately that

\[
\int_{z^0(s)}^{c} \frac{du}{\phi^0_z(u)} = \int_{z^0(s)}^{c} \frac{du}{\phi^0_z(u)}.
\]

With the help of (3.5), we know \( z^0(s) \leq x^0(s) \) for \(-\frac{T^*}{2} < s \leq 0\). Because of continuity, we easily see that the claim holds.

If \( T_z > T_x \), then from the claim above and from \( x^0(-T_x/2) = -c \) we obtain \( z^0(-T_z/2) \leq x^0(-T_x/2) = -c \). This is impossible since \(-T_z/2 < -T_x/2 < 0\), \( z^0(-T_z/2) = -c \), and \( z^0(t) > 0 \) for \(-T_z/2 < t < 0\). Thus \( T_z \leq T_x \).

Proposition 3.5 and the facts that \( V(x_t) = V(w_t) = 2k \) for all \( t \in \mathbb{R} \) imply that there exist \( \delta_x, \delta_z \in (-\frac{1}{3}, 1] \) such that \( 1 = (k - 1)T_x + \delta_x T_x = (k - 1)T_x + \delta_x \frac{T_x}{3}, \)

and \( x(t) = x^0(t + \alpha_x) \), and \( z(t) = z^0(t + \alpha_z) \) for all \( t \in \mathbb{R} \), where \( \alpha_x = \frac{1 - \delta_x}{3} T_x \).
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and \(\alpha_z = \frac{1-k}{2} T_z\). Let \(\alpha_z^* = \alpha_z - \frac{T_z}{2}\) and \(\alpha_z^{**} = \alpha_z - \frac{2T_z}{3}\). Then \(\alpha_z^{**} = \frac{(2k-3)T_z-2}{6}\) and \(\alpha_z^* = \frac{(2k-3)T_z-2}{6}\). Thus \(0 \geq \alpha_z^* \geq \alpha_z^{**} \geq -\frac{T_z}{3}\) since \(k\) belongs to \(\mathbb{N} \setminus \{0,1\}\).

Consequently, \[z^1(0) = z^0(\alpha_z) = -z^0(\alpha_z^*) \geq -x^0(\alpha_z^*) = -x^0(\alpha_z) = x^1(0).\]

Using (1.1), (3.1), \(z^0(0) = z^0(0) = 0\), and \(z^0(0) = x^0(0) = c > 0\), we obtain \(z^1(0) > 0\), \(x^1(0) > 0\), and \(g(z^1(0)) = f(x^1(0))\). It follows from (H3) that \[f(x^1(0)) = g(z^1(0)) > f(z^1(0)).\]

As \(f\) is monotone, this implies \(z^1(0) < x^1(0)\), which contradicts (3.6).

Case 2. \(z^0(0) = x^0(0) \neq 0\). Without loss of generality, we may assume \(z^0(0) = x^0(0) > 0\) as the proof for the case where \(z^0(0) = x^0(0) < 0\) is similar. Then there exists \(\varepsilon > 0\) such that \(z^0(t) \neq 0\) and \(x^0(t) \neq 0\) for \(t \in (-\varepsilon, \varepsilon)\), and hence there is \(\delta > 0\) such that there are inverses \(z^0)^{-1} : (d-\delta, d+\delta) \to \mathbb{R}\) and \((x^0)^{-1} : (d-\delta, d+\delta) \to \mathbb{R}\) of the restrictions of \(z^0\) and \(x^0\) to the open intervals in \((-\varepsilon, \varepsilon)\), respectively, where \(d = z^0(0) = x^0(0)\). The maps \(\eta_z : (d-\delta, d+\delta) \ni u \mapsto z^0((z^0)^{-1}(u)) \in \mathbb{R}\) and \(\eta_x : (d-\delta, d+\delta) \ni u \mapsto x^0((x^0)^{-1}(u)) \in \mathbb{R}\) are \(C^1\)-smooth since \(x\) and \(z\) are \(C^2\)-smooth by (1.1) and (3.1). We have \(\eta_z(d) = z^0(0) = x^0(0) = \eta_x(d) \neq 0\) and, for all \(u \in (d-\delta, d+\delta)\), \[\eta'_z(u) = z^0((z^0)^{-1}(u)) \frac{d}{du}(x^0)^{-1}(u) = z^0((z^0)^{-1}(u)) \frac{1}{x^0((x^0)^{-1}(u))},\]

\[\eta'_x(u) = z^0((z^0)^{-1}(u)) \frac{d}{du}(z^0)^{-1}(u) = z^0((z^0)^{-1}(u)) \frac{1}{z^0((z^0)^{-1}(u))}.\]

In particular, \[\eta'_z(d) = \frac{z^0(0)}{x^0(0)} \quad \text{and} \quad \eta'_x(d) = \frac{z^0(0)}{z^0(0)}.\]

The sets \(\{(u, \eta_z(u))^T : u \in (d-\delta, d+\delta)\}\) and \(\{(u, \eta_x(u))^T : u \in (d-\delta, d+\delta)\}\) are graph representations of pieces of \(|X^0|\) and \(|Z^0|\), respectively. It is not difficult to show that there exists \(\gamma > 0\) such that the sets \(\{(u,v)^T : u \in (d-\frac{\delta}{2}, d+\frac{\delta}{2}), \eta_z(u) - \gamma < v < \eta_z(u)\}\) and \(\{(u,v)^T : u \in (d-\frac{\delta}{2}, d+\frac{\delta}{2}), \eta_x(u) < v < \eta_x(u) + \gamma\}\) belong to different connected components of \(\mathbb{R}^2 \setminus |X^0|\). Hence, using \(|Z^0| \subset |X^0| \cup \text{ext}(X^0)\) and \((d, \eta_z(d)) = (d, \eta_x(d))\), we obtain \(\eta'_z(d) = \eta'_x(d)\). This, combined with \(z^0(0) = x^0(0) \neq 0\) and (3.7), implies \(z^0(0) = x^0(0)\). Differentiating (1.1) and (3.1) yields \[\dot{x}(t) = -\mu x(t) + f'(x(t)) x^1(t),\]

\[\dot{z}(t) = -\mu z(t) + g'(z(t)) z^1(t).\]

From \(\dot{x}(0) = x^0(0)\) and \(\dot{z}(0) = z^0(0)\), we get

\[g'(z^1(t)) z^1(t) = f'(x^1(t)) x^1(t).\]
On the other hand, (3.9) combined with (3.8) and (3.10) gives

(3.9) \[ 0 < z(0) < x(0). \]

This, combined with (H2) and (H3), gives

(3.10) \[ z(0) \frac{g'(z(0))}{g(z(0))} > z(0) \frac{f'(z(0))}{f(z(0))} > x(0) \frac{f'(x(0))}{f(x(0))} > 0. \]

On the other hand, (3.9) combined with (3.8) and \( g(z(0)) = f(x(0)) \) produces

(3.11) \[ z(0) \frac{g'(z(0))z(0)}{g(z(0))z(0)} = x(0) \frac{f'(x(0))z(0)}{f(x(0))z(0)}. \]

According to (3.10) and (3.11), we can distinguish three subsubcases to finish the discussion on Case 2.1.

Case 2.1.1. \( z(0) = x(0) = 0 \). Then we have \( Z(0) \notin \text{int}(X^1) \) and \( Z(1) \in \{(u, 0) \in \mathbb{R}^2 : u > 0\} \). It is easy to see from Proposition 3.2 that \( \{(u, 0) \in \mathbb{R}^2 : 0 \leq u < x(0)\} \subset \text{int}(X^1) \). Consequently, \( z(0) \geq x(0) \), a contradiction to (3.9).

Case 2.1.2. \( 0 < z(0)/z(1) < x(0)/x(1) \). First, choose \( a \in \mathbb{R} \) so that \( z(a) = \max_{t \in [0]} z(t) \) and \( 0 \in \{a, a + T_z\} \). Select \( a_1, a_2, a_3 \) so that \( a < a_1 < a_2 < a_3 < a + T_z \) and

\[ z(t) > 0 \quad \text{for} \quad a < t < a_1 \quad \text{and} \quad a_3 < t \leq a + T_z, \]

\[ z(a_1) = z(a_2) = z(a_3) = 0, \]

\[ z(t) < 0 \quad \text{for} \quad a_1 < t < a_2, \]

\[ z(t) > 0 \quad \text{for} \quad a_2 < t < a + T_z. \]

Define \( \theta_z = \arctan \frac{z(1)}{z(0)} \) and \( \theta_x = \arctan \frac{x(1)}{x(0)} \). Then \( 0 < \theta_z < \theta_x < \pi/2, Z(0) \in l(\theta_z) \) and \( X(1) \in l(\theta_x) \). Let \( t_0 = \psi^1(\theta_z) \). Observe \( t_0 \in [a_3, a + T_z] \). Recall that, for \( \theta \in [0, 2\pi] \), any point of \( \partial(X) \cap l(\theta) \) is not closer to the origin than any point of \( \partial(X) \cap l(\theta) \). Consequently, \( z(t_0) \geq x(t_0) > 0 \). The monotonicity of \( \psi^1 \) and the fact \( (z(0), z(1)) \in [Z^1] \cap l(\theta) \) yield \( 0 \geq \psi^1(\theta_z) > \psi^1(\theta_x) = t_0 \). As \( z(0) \) is strictly increasing on \( [a_3, a + T_z] \) and \( a_3 < t_0 < a + T_z \), we infer \( z(t_0) < z(0) \). The last inequality and \( z(t_0) \geq 0 \) together imply \( z(0) > x(0) \), a contradiction to (3.9).

Case 2.1.3. \( x(0)/x(1) < z(0)/z(1) < 0 \). Define \( \theta_z = \arctan \frac{z(0)}{z(1)} + 2\pi \) and \( \theta_x = \arctan \frac{x(0)}{x(1)} + 2\pi \). Then \( 3\pi/2 < \theta_x < \theta_z < 2\pi, Z(0) \in l(\theta_z) \) and \( X(1) \in l(\theta_x) \). We now choose \( a, a_1, a_2, a_3 \) as in Case 2.1.2 and apply Proposition 3.7 to \( z(1) \) as in Case 2.1.2. Let \( t^* = \Psi^1(\theta_z) \). Then \( t^* \in [a, a_1] \). Analogously to Case 2.1.2, we find \( z(t^*) \geq x(t^*) > 0 \). The monotonicity of \( \Psi^1 \) and \( Z(0) \in [Z^1] \cap l(\theta_z) \) combined yield \( t^* = \Psi^1(\theta_z) > t^* \geq 0 \). Now we can use the inequality \( a < 0 < t^* < a_1 \) and the fact that \( z(1) \) is strictly decreasing on \( [a, a_1] \) to obtain \( z(0) > z(t^*) \). Thus \( z(0) > x(0) \), a contradiction to (3.9).

Case 2.2. \( z(0) < 0 \) and \( x(0) < 0 \). Arguments similar to those used in Case 2.1 will lead to a contradiction.
Case 2.3. \( z^1(0) = x^1(0) = 0 \). Then (3.8) and \( g'(0) = f'(0) \neq 0 \) combined imply \( z^1(0) = x^1(0) \). Note that \( z^1(0) = x^1(0) \neq 0 \) since \( 0 \in \text{int}(Z^1) \) and \( 0 \in \text{int}(X^1) \). This, combined with (1.1) and (3.1), gives \( z^2(0)x^2(0) > 0 \).

Define \( v = (v^0, v^1, v^2)^T : \mathbb{R} \ni t \to (x^1(t), x^2(t), x^3(t - 1))^T \in \mathbb{R}^3 \) and \( w = (w^0, w^1, w^2)^T : \mathbb{R} \ni t \to (z^1(t), z^2(t), z^3(t - 1))^T \in \mathbb{R}^3 \). Then \((v^0(0), v^0(0))^T = (w^0(0), w^0(0))^T, v^0(0) = w^0(0) \neq 0 \) and \( w^1(0)v^1(0) > 0 \). By replacing \( z \) and \( x \) with \( w \) and \( v \), respectively, we easily check that all the conditions of Proposition 3.8 hold. Moreover, by applying the same discussions as those in Cases 2.1 and 2.2, we shall also arrive at a contradiction in Case 2.3. This completes the proof.

Recall from Proposition 3.2 that for any nonconstant periodic solution \( x: \mathbb{R} \to \mathbb{R}^3 \) of (1.1) there exists \( k \in \mathbb{N} \) such that \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \). For a given \( k \in \mathbb{N} \), we say that (1.1) has a periodic orbit in \( V^{-1}(2k) \) if it has a nonconstant periodic solution \( x: \mathbb{R} \to \mathbb{R}^3 \) with \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \).

In order to introduce quantities, expressed explicitly in terms of \( \mu \) and \( f'(0) \), that characterize the uniqueness and absence of periodic solutions of (1.1), we need information on the distribution of the solutions to the characteristic equation

\[
(\lambda + \tau \mu)^3 - (\tau f'(0))^3 e^{-\lambda} = 0
\]

of the linear system

\[
\begin{cases}
\dot{x}^0(t) = -\tau \mu x^0(t) + \tau f'(0)x^1(t) \\
\dot{x}^1(t) = -\tau \mu x^1(t) + \tau f'(0)x^2(t) \\
\dot{x}^2(t) = -\tau \mu x^2(t) + \tau f'(0)x^0(t - 1)
\end{cases}
\]

with parameter \( \tau > 0 \). The discussion is given in Appendix A.

**Proposition 3.9.** Suppose that \( f \) satisfies the assumptions (H1) and (H2). Let \( \beta > 1 \) and \( x: \mathbb{R} \to \mathbb{R}^3 \) be a solution of (1.1). Define \( g: \mathbb{R} \ni \xi \mapsto \beta f(\xi/\beta) \in \mathbb{R} \). Then \( g \) satisfies the assumption (H3) and \( z: \mathbb{R} \ni t \mapsto \beta x(t) \in \mathbb{R}^3 \) is a solution of (3.1) with \( \tau = 1 \).

**Proof.** It is easy to see that \( z \) is a solution of (3.1), \( g \) is an odd continuously differentiable function, and \( g'(0) = f'(0) \). By \( \lim_{\xi \to 0}(\xi f'(\xi)/f(\xi)) = 1 \) and (H2), we obtain

\[
\frac{\xi f'(\xi)}{f(\xi)} < 1 \quad \text{for all } \xi \in (0, \infty).
\]

For each \( \xi > 0 \), the function \( \phi(u) = uf(\xi/\beta) \in \mathbb{R} \) is strictly increasing since its derivative, \( f(\xi/\beta)[1 - (\xi/\beta)f'(\xi/\beta)] \), is larger than 0 by (3.14). Thus \( g(\xi) = \beta f(\xi) \) for all \( \xi \in (0, \infty) \) as \( \beta > 1 \). Moreover, using (H2) and \( \beta > 1 \), we obtain

\[
\frac{g'(\xi)}{g(\xi)} = \frac{1}{\xi} \frac{(\xi/\beta)f'(\xi/\beta)}{f(\xi/\beta)} > \frac{1}{\xi} \frac{\xi f'(\xi)}{f(\xi)} = \frac{f'(\xi)}{f(\xi)}
\]

for all \( \xi \in (0, \infty) \). Therefore, \( g \) satisfies (H3).

For each \( (k, j) \in \mathbb{N} \times \{0, 1, 2\} \) \( \setminus \{(0, 0)\} \), let \( \tau_{k,j} = \frac{6k\pi + 2j\pi - 3\arccos \sqrt{4 - \mu^2}}{\sqrt{(4 - \mu^2)^2 - \mu^2}} \).

Now we are ready to present the first main result of this section.

**Theorem 3.10.** Suppose (H1) and (H2) hold. Then the following two statements are true.

(i) For every \( k \in \mathbb{N} \setminus \{0, 1\} \), system (1.1) has at most one periodic orbit in \( V^{-1}(2k) \).
(ii) If \((k,j) \in \{(0,0)\} \cup \{(k,j) \in (\mathbb{N} \times \{0, 1, 2\}) \setminus \{(0,0),(0,1)\} : \tau_{k,j} \geq 1\}\), then system (1.1) has no periodic orbit in \(V^{-1}(6k + 2j)\).

Proof. (i) By way of contradiction, suppose that there exist two nonconstant periodic solutions \(x : \mathbb{R} \to \mathbb{R}^3\) and \(y : \mathbb{R} \to \mathbb{R}^3\) of (1.1) with the minimal periods \(T_x > 0\) and \(T_y > 0\), respectively, satisfying \(\{x_t : t \in [0, T_x]\} \cap \{y_t : t \in [0, T_y]\} = \emptyset\) and \(V(x_t) = V(y_t) = 2k > 0\) for all \(t \in \mathbb{R}\). Then, by Proposition 3.1 and the definition of \(V\), \(x^j\) and \(y^j\) have a zero for all \(j \in \{0, 1, 2\}\).

For each \(j \in \{0, 1, 2\}\), define \(X^j : [0, T_j] \ni t \mapsto (x^j(t), \dot{x}^j(t))^T \in \mathbb{R}^2\) and \(Y^j : [0, T_y] \ni t \mapsto (y^j(t), \dot{y}^j(t))^T \in \mathbb{R}^2\). We remark that Proposition 3.4 implies \(|X^0| = |X^2|\) and \(|Y^0| = |Y^2|\). Since \(x^0\) and \(y^0\) have zeros, by Corollary 3.3(ii), \(0 \in \text{int}(X^0)\) and \(0 \in \text{int}(Y^0)\). Moreover, the last statement of Corollary 3.3(iii) implies \(|X^0| \cap |Y^0| = \emptyset\). Thus either \(|X^0| \subset \text{int}(Y^0)| |Y^0| \subset \text{int}(X^0)|\). It suffices to consider the case where \(|X^0| \subset \text{int}(Y^0)|\) since the other case can be handled similarly. Suppose \(|Y^0| \subset \text{int}(X^0)|\). Then \(\rho|Y^0| \subset \text{ext}(X^0)\) for all sufficiently large \(\rho > 0\). Let

\[
\beta = \inf\{\rho \geq 0 : \rho|Y^0| \subset \text{ext}(X^0) \text{ for all } \rho' \in (\rho, \infty)\}.
\]

Then \(\beta > 1\), \(\rho|Y^0| \subset \text{ext}(X^0)\) for all \(\rho \in (\beta, \infty)\), \(\beta|Y^0| \subset |X^0| \cup \text{ext}(X^0)\), and \(\beta|Y^0| \cap |X^0| \neq \emptyset\). This, combined with the facts that \(|X^0| = |X^2|\) and \(|Y^0| = |Y^2|\), implies that \(\beta|Y^0| \subset |X^2| \cup \text{ext}(X^2)|\) and \(\rho|Y^0| \subset \text{ext}(X^2)|\) for all \(\rho \in (\beta, \infty)\) and \(j \in \{0, 1, 2\}\). By Proposition 3.9, the function \(g : \mathbb{R} \ni \xi \mapsto \beta f(\xi) \in \mathbb{R}\) satisfies (H3) and \(z : \mathbb{R} \ni t \mapsto \beta y(t) \in \mathbb{R}^3\) is a \(T_y\)-periodic solution of (3.1) with \(\tau = 1\). Clearly, \(V(z_t) = 2k\) for all \(t \in \mathbb{R}\). By applying Proposition 3.8, we obtain that \(\beta|Y^0| \cap |X^0| = \emptyset\) for all \(j \in \{0, 1, 2\}\). This contradicts with \(\beta|Y^0| \cap |X^0| \neq \emptyset\) and hence we have proved (i).

(ii) We finish the proof of statement (ii) by distinguishing two cases.

Case 1. \((k,j) = (0,0)\). By way of contradiction, we show that (1.1) has no nonconstant periodic solutions in \(V^{-1}(0)\). Suppose that there exists a nonconstant periodic solution \(x : \mathbb{R} \to \mathbb{R}^3\) of (1.1) such that \(V(x_t) = 0\) for all \(t \in \mathbb{R}\). It follows from the definition of \(V\) that \(x^0(t) \neq 0\) for all \(t \in \mathbb{R}\). Then, by Proposition 3.1, either \((x^j(t) > 0\) for all \(j \in \{0, 1, 2\}\) and \(t \in \mathbb{R}\) or \((x^j(t) < 0\) for all \(j \in \{0, 1, 2\}\) and \(t \in \mathbb{R}\).

Therefore, Proposition 2.5 implies that either \(\xi^0 = \xi^\pm\) or \(\xi_t = \xi^-\), a contradiction with the fact that \(x : \mathbb{R} \to \mathbb{R}^3\) is a nonconstant periodic solution of (1.1).

Case 2. \((k,j) \in \mathbb{N} \times \{0, 1, 2\} \setminus \{(0,0),(0,1)\}\) such that \(\tau_{k,j} \geq 1\). Again, we show by way of contradiction that (1.1) has no periodic solutions in \(V^{-1}(6k + 2j)\). Suppose that \(x : \mathbb{R} \to \mathbb{R}^3\) is a nonconstant periodic solution of (1.1) with the minimal period \(T_x > 0\) and \(V(x_t) = 6k + 2j \geq 4\) for all \(t \in \mathbb{R}\). Define \(w : \mathbb{R} \to \mathbb{R}^3\) such that \(w(t) = X(k,j,1,0,\tau_{k,j})(t)\) for all \(t \in \mathbb{R}\) (see Appendix A, p. 59 for the definition of \(X(k,j,1,0,\tau_{k,j})\)). Then, by Theorems A.13 and A.16, \(w\) is a nontrivial periodic solution of (3.2) with \(\tau = \tau_{k,j}\) and \(g(\xi) = f'(0,\xi)\) for all \(\xi \in \mathbb{R}\), and \(V(w_t) = 6k + 2j\) for all \(t \in \mathbb{R}\). It follows that \(y : \mathbb{R} \ni t \mapsto w(t) \in \mathbb{R}\) is a nontrivial periodic solution of (3.1) with \(\tau = \tau_{k,j}\) and \(g(\xi) = f'(0,\xi)\) for all \(\xi \in \mathbb{R}\). Denote the minimal period of \(y\) by \(T_y\). For each \(j \in \{0, 1, 2\}\), define \(X^j : [0, T_j] \ni t \mapsto (x^j(t), \dot{x}^j(t))^T \in \mathbb{R}^2\) and \(Y^j : [0, T_j] \ni t \mapsto (y^j(t), \dot{y}^j(t))^T \in \mathbb{R}^2\). From Proposition 3.1 and the definition of \(V\), we know that \(x^0\) and \(y^0\) have zeros. By Corollary 3.3(ii), \(0 \in \text{int}(X^0)\) and \(0 \in \text{int}(Y^0)\). Let

\[
\beta = \inf\{\rho \geq 0 : \rho|Y^0| \subset \text{ext}(X^0) \text{ for all } \rho' \in (\rho, \infty)\}.
\]

Note that Proposition 3.4 yields \(|X^0| = |X^1| = |X^2|\) and \(|Y^0| = |Y^1| = |Y^2|\). This,
combined with the definition of $\beta$, implies that for all $j \in \{0, 1, 2\}$,

$$\beta[Y_j] \subset |X_j| \cup \text{ext}(X_j) \quad \text{and} \quad r\beta[Y_j] \subset \text{ext}(X_j) \quad \text{for} \quad r > 1,$$

and $\beta[Y^0] \cap |X^0| \neq \emptyset$. Clearly, $g'(0) = f'(0)$. The fact that $\lim_{\xi \to 0} \frac{\xi f'(\xi)}{f(\xi)} = 1$ and (H2) combined yield $\frac{\xi f'(\xi)}{f(\xi)} < 1$ for $\xi > 0$, or equivalently, $(\frac{f(\xi)}{\xi})' < 0$ for $\xi > 0$. Using this and the equation $\lim_{\xi \to 0} \frac{f(\xi)}{\xi} = f'(0)$, we obtain $g(\xi) = f'(0)\xi > f(\xi)$ for $\xi > 0$. Moreover, $\frac{g'(\xi)}{g(\xi)} = \frac{1}{\xi} > \frac{f'(\xi)}{f(\xi)}$ for $\xi > 0$. Applying Proposition 3.8 with $r = r_{k_3}$, $g(\xi) = f'(0)\xi$ and $z(t) = \beta y(t)$, we get a contradiction.

In the remaining part of this section, we study the existence of periodic orbits of (1.1). For this purpose, we introduce the following parameterized scalar delay differential equation

$$\dot{x}(t) = -\tau \mu x(t) + tf(x(t-1)) \tag{3.15}$$

and parameterized system of delay differential equations

$$\begin{align*}
\dot{x}^0(t) &= -\tau \mu x^0(t) + tf(x^1(t)), \\
\dot{x}^1(t) &= -\tau \mu x^1(t) + tf(x^2(t)), \\
\dot{x}^2(t) &= -\tau \mu x^2(t) + tf(x^0(t-1))
\end{align*} \tag{3.16}$$

with parameter $\tau > 0$, where $\mu > 0$ and $f: \mathbb{R} \to \mathbb{R}$ is a strictly increasing and continuously differentiable function satisfying assumptions (H1) and (H2).

The following result comes from [15].

**Proposition 3.11.** If $\tau > \frac{2\pi}{3}$, then there exists a nonconstant periodic orbit $O(\tau)$ of (3.15) such that the minimal period $T(\tau)$ of $O(\tau)$ belongs to (1, 2).

**Proposition 3.12.** If $\tau > \tau_{1,0}$, then there exists a unique nonconstant periodic orbit $O_{1,0}(\tau)$ of (3.16) such that $V(\psi) = 6$ for all $\psi \in O_{1,0}(\tau)$ and the minimal period $T_{1,0}(\tau)$ of $O_{1,0}(\tau)$ belongs to $\left(\frac{1}{3}, \frac{2}{3}\right)$.

**Proof.** For each $\tau \in \left(\frac{2\pi}{3}, \infty\right)$, by Proposition 3.11, we may choose a nonconstant periodic solution $p(\tau): \mathbb{R} \to \mathbb{R}$ of (3.15) such that $(p(\tau))_t \in O(\tau)$ for all $t \in \mathbb{R}$ and the minimal period $T(\tau)$ of $p(\tau)$ belongs to (1, 2).

For a given $\tau > \tau_{1,0}$, define $p_{1,0}(\tau): \mathbb{R} \to \mathbb{R}^3$ by $(p_{1,0}(\tau))^j(t) = (p(\tau))^j(3t-j)$ for all $(t, j) \in \mathbb{R} \times \{0, 1, 2\}$. It is easy to check that $p_{1,0}(\tau)$ is a nonconstant periodic solution of (3.16) with the minimal period $T_{1,0}(\tau) = T(\tau) = \frac{T(\tau)}{3} \in \left(\frac{1}{3}, \frac{2}{3}\right)$. Then $(p_{1,0}(\tau))^j(t) = (p_{1,0}(\tau))^j(t - \frac{1}{3}) = (p_{1,0}(\tau))^j(3t + \frac{3T_{1,0}(\tau)-1}{3})$ and $3T_{1,0}(\tau)-1 \in (0, T_{1,0}(\tau))$. Moreover, by Proposition 3.1 and (H1), $(p_{1,0}(\tau))^j$ has a zero. By applying Corollary 3.6, we know that $V((p_{1,0}(\tau))_t) = 6$ for all $t \in \mathbb{R}$. On the other hand, the uniqueness of a nonconstant periodic orbit in $V^{-1}(\ell)$ follows from Theorem 3.10. Let $O_{1,0}(\tau) = \{(p_{1,0}(\tau))_t : t \in \mathbb{R}\}$. Then $\tau > \tau_{1,0}$, $O_{1,0}(\tau)$ is the unique nonconstant periodic orbit of (3.16) such that $V(\psi) = 6$ for all $\psi \in O_{1,0}(\tau)$ and the minimal period $T_{1,0}(\tau)$ of $O_{1,0}(\tau)$ belongs to $\left(\frac{1}{3}, \frac{2}{3}\right)$. This completes the proof.

**Proposition 3.13.** $T_{1,0}: (\tau_{1,0}, \infty) \to (0, \infty)$ is a continuous function. Moreover, $T_{1,0}(\tau) \to \frac{2\pi}{\tau_{1,0}}$ as $\tau \to (\tau_{1,0})^\tau$.

**Proof.** Define $T: [\tau_{1,0}, \infty) \to \mathbb{R}$ by $T(\tau_{1,0}) = \frac{2\pi}{\tau_{1,0}}$ and $T(\tau) = T_{1,0}(\tau)$ for all $\tau \in (\tau_{1,0}, \infty)$. We claim that $T$ is a continuous function on $[\tau_{1,0}, \infty)$. If the claim is true, then it follows immediately that $T_{1,0}$ is continuous and $T_{1,0}(\tau) \to \frac{2\pi}{\tau_{1,0}}$ as $\tau \to (\tau_{1,0})^\tau$. 
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In the following, we will prove the claim by way of contradiction. Suppose that the claim is not true. Then there exists a sequence \( \{\tau_m\} \subset [\tau_1, \infty) \) such that \( \lim_{m \to \infty} \tau_m = \tau^* \in [\tau_1, \infty) \) and \( T(\tau_m) \) does not tend to \( T(\tau^*) \) as \( m \to \infty \). Note that \( T([\tau_1, \infty)) \subset [\frac{1}{3}, \frac{2}{3}] \) as \( T([\tau_1, \infty)) \subset (\frac{1}{3}, \frac{2}{3}) \) by Proposition 3.12 and \( \frac{2\pi}{b_{0}} \in (\frac{1}{3}, \frac{2}{3}) \).

By taking a subsequence if necessary, without loss of generality, we assume that \( \{\tau_m\} \subset (\tau_1, \infty) \) and there exists \( T_0 \neq T(\tau^*) \) such that \( T_0 \in [\frac{1}{3}, \frac{2}{3}] \) and \( T(\tau_m) \to T_0 \) as \( m \to \infty \). By Propositions 3.1 and 3.12, for each \( m \in \mathbb{N} \), we choose the solution \( x_m : \mathbb{R} \to \mathbb{R}^3 \) of (3.16) such that \( (x_m)_0 \in \mathcal{O}_{1,0}(\tau_m) \) and \( (x_m)^0(0) = \max \{x_m^0(t) : t \in \mathbb{R} \} \).

By Proposition 2.4 (ii), for each \( m \in \mathbb{N} \), \( (x_m^0(t) \in [\xi^-, \xi^+] \) for all \( j \in \{0, 1, 2\} \) and \( t \in \mathbb{R} \). Let \( a^* = \sup \{|-\tau_m \mu a + \tau_m f(b)| : a, b \in [\xi^-, \xi^+] \) and \( m \in \mathbb{N} \} \) and \( b^* = \sup \{|-\tau_m \mu a + \tau_m f(d) \) : \( d \in [\xi^-, \xi^+] \) and \( a, b \in [-a^*, a^*] \) and \( m \in \mathbb{N} \} \). It follows from (3.16) that \( |(x_m^0)'(t)| \leq a^* \) and \( |(x_m^0)'(t)| \leq b^* \) for all \( m \in \mathbb{N}, j \in \{0, 1, 2\} \) and \( t \in \mathbb{R} \). Thus, by Remark 2.3, by passing to a subsequence if necessary, we can assume that there exists a map \( x : \mathbb{R} \to \mathbb{R}^3 \) such that \( x_m \to x \) and \( x_m \to \dot{x} \) uniformly in any compact interval of \( \mathbb{R} \) as \( m \to \infty \). We shall finish the proof by distinguishing two cases.

Case 1. \( x \) is not zero. Obviously, \( x^0(0) = \max \{x^0(t) : t \in \mathbb{R} \} \neq 0 \) follows from the fact that \( x^0_m(0) = \max \{x^0_m(t) : t \in \mathbb{R} \} \) for all \( m \in \mathbb{N} \). We first prove the following statements:

1. \( x(t) = x(t - T_0) \) and \( x(t) = -x(t - T_0) \) for all \( t \in \mathbb{R} \).
2. \( x \) is a nonconstant periodic solution of (3.16) with \( \tau = \tau^* \).
3. \( \dot{x}(t) < 0 \) for all \( t \in (0, \frac{T}{2}) \) and \( \dot{x}(t) > 0 \) for all \( t \in (\frac{T}{2}, T_0) \).
4. The minimal period of \( x \) is \( T_0 \).

To verify (i), for any \( t \in \mathbb{R} \), let \( T^* = |t - 1 - 2T_0, t| \). Then the above discussions imply that \( \{x_m|_{I^*} \}_{m \in \mathbb{N}} \) is equicontinuous on \( I^* \) and \( x_m|_{I^*} \) tends uniformly to \( x|_{I^*} \) as \( m \to \infty \). Thus, for any \( \epsilon > 0 \), there exists \( n_1 \in \mathbb{N} \) such that \( |x_m(t - T(\tau_m)) - x_m(t - T_0)| \leq \epsilon \) and \( x_m(t - T_0) - x(t - T_0) \) whenever \( m > n_1 \). It follows that \( |x_m(t) - x(t)| = |x_m(t - T(\tau_m)) - x(t - T_0)| \leq |x_m(t - T(\tau_m)) - x_m(t - T_0)| + |x_m(t - T_0) - x(t - T_0)| < \epsilon \) whenever \( m > n_1 \). This means that \( x_m(t) \to x(t - T_0) \) as \( m \to \infty \) and hence \( x(t) = x(t - T_0) \). Similarly, by using \( x_m(t) = -x_m(t + \frac{T(\tau_m)}{2}) \), we can show that \( x(t) = -x(t - \frac{T}{2}) \). Since \( t \) is arbitrary, we have proved (i).

From statement (i) and the fact that \( x \) is not zero, we know that \( x \) is a nonconstant periodic map. Moreover, since \( x_m \to x \) and \( x_m \to \dot{x} \) uniformly in any compact interval of \( \mathbb{R} \) as \( m \to \infty \), we easily see that \( x \) is a nonconstant periodic solution of (3.16) with \( \tau = \tau^* \). This proves (ii).

Observe that \( x_m|_{I^*} \) tends uniformly to \( x|_{I^*} \) as \( m \to \infty \), where \( I^* = [0, T_0] \).

By Remark 2.3, we have \( x_m^0(0) < 0 \) for all \( t \in (0, \frac{T(\tau_m)}{2}) \) and \( x_m^0(0) > 0 \) for all \( t \in (\frac{T(\tau_m)}{2}, T(\tau_m)) \). These facts, combined with the fact \( T(\tau_m) \to T_0 \) as \( m \to \infty \), show that \( \dot{x}(t) \leq 0 \) for all \( t \in (0, \frac{T}{2}) \) and \( \dot{x}(t) \geq 0 \) for all \( t \in (\frac{T}{2}, T_0) \). Again by statement (ii) and Remark 2.3, we obtain that \( \dot{x}(t) < 0 \) for all \( t \in (0, \frac{T}{2}) \) and \( \dot{x}(t) > 0 \) for all \( t \in (\frac{T}{2}, T_0) \), verifying (iii).

By statements (i) and (iii), we know that the minimal period of \( x \) is \( T_0 \).

Statements (ii) and (iv) imply that \( x \) is a nonconstant periodic solution of (3.16) with \( \tau = \tau^* \) such that the minimal period of \( x \) is \( T_0 \).

By Proposition 3.2(iv) and statement (ii), we know \( V(x_t) = 2k \) for some \( k \in \mathbb{N} \) and all \( t \in \mathbb{R} \). This, combined with Proposition 2.6(ii)(b), implies that \( x_t \in R \) for all \( t \in \mathbb{R} \). Thus, for each \( t \in \mathbb{R} \), by Proposition 2.6(ii), we obtain that \( V(x_t) = \lim_{m \to \infty} V((x_m)_t) = 6 \) since \( (x_m)_t \to x_t \) and \( (x_m)_t \to (x)_t \) as \( m \to \infty \). Thus by
Theorem 3.10 and Proposition 3.12, we obtain that $\tau^* > \tau_{1,0}$ and the minimal period $T_0 = T(\tau^*)$, a contradiction.

**Case 2.** $x \equiv 0$. In this case, $x_m$ uniformly tends to zero in any compact subset of $\mathbb{R}$ as $m \to \infty$. Let $M_m = \max\{|x_m(0)| : t \in \mathbb{R}\}$ and $y_m(t) = \frac{x_m(t)}{M_m}$ for all $m \in \mathbb{N}$ and $t \in \mathbb{R}$. Then $|y_m(t)| \leq 1$ for all $m \in \mathbb{N}$ and $t \in \mathbb{R}$. We can easily check that $\lim_{m \to \infty} M_m = 0$, and $V((y_m)_t) = 6$ for all $m \in \mathbb{N}$ and $t \in \mathbb{R}$. It follows from (3.16) that, for each $m \in \mathbb{N}$, $y_m$ satisfies the following equation:

\[
\begin{align*}
\dot{y}^0(t) &= -\tau_m \mu y^0(t) + \tau_m \frac{f(M_m y^1(t))}{M_m}, \\
\dot{y}^1(t) &= -\tau_m \mu y^1(t) + \tau_m \frac{f(M_m y^2(t))}{M_m}, \\
\dot{y}^2(t) &= -\tau_m \mu y^2(t) + \tau_m \frac{f(M_m y^2(t-1))}{M_m}.
\end{align*}
\]

(3.17)

For each $m \in \mathbb{N}$, define $f_m : \mathbb{R} \to \mathbb{R}$ by $f_m(y) = \frac{f(M_m y)}{M_m}$ for all $y \in \mathbb{R}$ and define $f_0 : \mathbb{R} \to \mathbb{R}$ by $f_0(y) = f'(0)y$ for all $y \in \mathbb{R}$. Thus, $f_m \to f_0$ and $f'_m \to f'$ uniformly in any compact subset of $\mathbb{R}$ as $m \to \infty$.

Let $a^{**} = \sup\{|-\tau_m \mu a + \tau_m f_m(b) : a, b \in [-1,1] \text{ and } m \in \mathbb{N}\}$ and $b^{**} = \sup\{|-\tau_m \mu a + \tau_m f'_m(b) : b \in [-1,1] \text{ and } a, b \in [-a^{**},a^{**}] \text{ and } m \in \mathbb{N}\}$. It follows from (3.16) that $|(y_m)'(t)| \leq a^{**}$ and $|(y_m)'(t)| \leq b^{**}$ for all $m \in \mathbb{N}$, $j \in \{0,1,2\}$ and $t \in \mathbb{R}$. Then, by passing to a subsequence if necessary, Remark 2.3 shows there exists a function $y: \mathbb{R} \to \mathbb{R}^3$ such that $y_m \to y$ and $y_m \to y$ uniformly in any compact subset of $\mathbb{R} \to \mathbb{R}$ as $m \to \infty$.

Thus, $y$ is a nonconstant periodic solution of (3.13) with $\tau = \tau^*$, and the minimal period of $y$ is $T_0$. Again, by Proposition 2.6 (ii), we obtain that $V(y_t) = \lim_{m \to \infty} V((y_m)_t) = 6$ for all $t \in \mathbb{R}$. By Theorems A.13 and A.16 and the fact that $V(x_t) = 6$ for all $t \in \mathbb{R}$, we know that $\tau^* = \tau_{1,0}$ and $T_0 = \frac{2\pi}{\text{ord}_m}$, which contradict with $T_0 \neq T(\tau^*)$.

Therefore, we have proved the claim. This completes the proof. \(\square\)

**Proposition 3.14.** Let $T_1,0(\tau) = \frac{1}{2}$.

**Proof.** By way of contradiction, assume $\liminf_{\tau \to \infty} T_1,0(\tau) \neq \frac{1}{2}$. Then, by Proposition 3.12, $\liminf_{\tau \to \infty} T_1,0(\tau) > \frac{1}{2}$. Thus there exist $T^* \in \left(\frac{1}{3} , \frac{2}{3}\right)$ and $\tau^{**} > \tau_{1,0}$ such that $T_1,0(\tau) > T^*$ for all $\tau \in (\tau^{**}, \infty)$.

Let $M = \sup\{f'(x) : x \in \mathbb{R}\}$. By (H2), for $\xi > \xi^+$, we have $\frac{f'(\xi^+)}{\mu} = \frac{\xi^+ f'(\xi^+)}{\mu} > \frac{\xi f'(\xi)}{\mu}$, which implies that $f'(\xi) < \frac{f'(\xi^+)}{\mu} < \frac{\xi f'(\xi)}{\mu} \cdot \mu = f'(\xi^+)$. It follows that $M \in (0, \infty)$ and $|f(x)| \leq M|x|$ for all $x \in \mathbb{R}$. Furthermore, let $k = \frac{f'(0) + \mu}{2}$. Then $k > \mu$ as $f'(0) > \mu$. It follows from $f'(0) > \mu$ and $f'(x) > 0$ that there exists $y^* \in (0, \frac{2(1-k)}{M})$ such that $|f(x)| \geq k|x|$ for all $x \in [-y^*, y^*]$, and $|f(x)| \geq ky^*$ for all $x \in (-\infty, -y^*] \cup [y^*, \infty)$. Let $\lambda^* = \frac{1}{\mu} \ln \left(\frac{k \xi^+ f'(\xi^+)}{k - \mu} + 2M\right)$ and $\tau^* = \max\left\{\frac{2\lambda^*}{\lambda^* - \frac{1}{2}}, 1 + \tau_{1,0}, 1 + \tau^*\right\}$.

Assume that $p : \mathbb{R} \to \mathbb{R}$ is a periodic solution of (3.16) with $\tau = \tau^*$ such that $p^0(0) = \max\{|p^0(t)| : t \in \mathbb{R}\}$ and $V(p_t) = 6$ for all $t \in \mathbb{R}$. Then by Proposition 3.12, we have $p(t) = p_{1,0}(\tau^*)(t + t^*)$ for all $t \in \mathbb{R}$ and some $t^* \in \mathbb{R}$, and the minimal period of $p$ is $T_1,0(\tau^*)$. Define $z : \mathbb{R} \to \mathbb{R}$ by $z(t) = p^0(t)$ for all $t \in \mathbb{R}$. Let $T = T_1,0(\tau^*)$. Then $z(0) = \max\{z(t) : t \in \mathbb{R}\}$, $T \in (T^*, \frac{2}{3})$ and the minimal period of $z$ is $T$. By Proposition 3.5, we infer that $z$ satisfies the following equation:

\[
\dot{z}(t) = -\tau^* \mu z(t) + \tau^* f\left(\frac{z(t) - \frac{1}{3}}{\tau^*}\right).
\]

(3.18)
Let $\xi^* = \frac{\nu^* z(0)}{(2\nu + 2M\xi^*)}$. Since $z(0) \leq \xi^*$ (by Proposition 2.4(ii)) and $y^* < \xi^*$, we know that $\xi^* < \min\{y^*, z(0)\}$. It follows that $|f(x)| \geq k|x|$ for all $x \in [-\xi^*, \xi^*]$ and $|f(x)| \geq k\xi^*$ for all $x \in (-\infty, -\xi^*) \cup [\xi^*, \infty)$. By the fact that $\xi^* < z(0)$, there exist $T_1$ and $T_2$ such that $T_1 = \sup\{t \in (-\infty, 0) : z(t) = \xi^*\}$ and $T_2 = \inf\{t \in (0, \infty) : z(t) = \xi^*\}$.

Using Remark 3.3, we know that $z(t) \geq \xi^*$ for all $t \in [T_1, T_2]$ and $z(t) \leq \xi^*$ for all $t \in [T_2, T_1 + T]$. Moreover, $T_2 < T_1 + \frac{T}{3}$ since $z(T_1 + \frac{T}{3}) = -z(T_1) = -\xi^*$.

We now prove that $T_2 - T_1 \geq T - \frac{T}{3}$. If this is not true, then $T_2 - T_1 < T - \frac{T}{3}$. It follows that $-T_1 < T - \frac{3}{3} < \frac{T}{3}$ and $T_2 + \frac{T}{3} < T + T_1 < T$. Thus $\frac{T}{3} + [T_2 + \frac{T}{3}, T] \subseteq [T_2, T_1 + T]$, which implies that $z(t - \frac{T}{3}) \leq \xi^*$ for all $t \in [T_2 + \frac{T}{3}, T]$. It follows from (3.18) that

$$
\dot{z}(t) = -\tau^* \mu z(t) + \tau^* f(z(t - \frac{T}{3}))) \leq -\tau^* \mu z(t) + M \tau^* \xi^*,
$$

or

$$
\frac{d(z(t)e^{\mu \tau^* t})}{dt} \leq \frac{M \xi^*}{\mu} \frac{d(e^{\mu \tau^* t})}{dt}
$$

for all $t \in [T_2 + \frac{T}{3}, T]$. Integrating this differential inequality gives us

$$
z(T) \leq z(T_2 + \frac{T}{3}) e^{-\mu \tau^* (T - T_2 - \frac{T}{3})} + \frac{M \xi^*}{\mu} e^{-\mu \tau^* (T - T_2 - \frac{T}{3})} \leq z(T_2 + \frac{T}{3}) e^{-\mu \tau^* (T - T_2 - \frac{T}{3})} + \frac{M \xi^*}{\mu} \leq (1 + \frac{M \xi^*}{\mu}) z(T_2 + \frac{T}{3}) \leq \frac{z(0)}{2},
$$

a contradiction to $z(T) = z(0) > 0$. This proves $T_2 - T_1 \geq T - \frac{T}{3}$ and hence $T_2 - T_1 \geq T^* - \frac{T}{3}$.

Let $S^* = \frac{T}{3}, T_1 + \frac{T}{3}$. Note that $T^* + \frac{T}{3} \leq 2T$ and $T < \frac{2}{3}$. Also recall that $T_2 \leq T_1 + \frac{T}{3}$. By a simple computation, we obtain that $S^* > T_1 + \frac{T}{3} > T + \frac{T}{3}$ and $S^* \leq \frac{T}{3} + T_1 + \frac{T}{3} \leq \frac{2T}{3} - \frac{T}{3} + \frac{T}{3} = T + T_1 \leq T_2 + \frac{T}{3} + \frac{T}{3}$. In particular, $S^* \in [T_1 + \frac{T}{3}, T_2 + \frac{T}{3}]$. Using (3.18), for all $t \in [T_1 + \frac{T}{3}, T_2 + \frac{T}{3}]$, we have

$$
\dot{z}(t) = -\tau^* \mu z(t) + \tau^* f(z(t - \frac{T}{3})) \geq -\tau^* \mu z(t) + k \tau^* \xi^*
$$

and hence

$$
\frac{d(z(t)e^{\mu \tau^* t})}{dt} \geq \frac{k \xi^*}{\mu} \frac{d(e^{\mu \tau^* t})}{dt}.
$$

Integrating the above differential inequality yields, for all $t \in [T_1 + \frac{T}{3}, T_2 + \frac{T}{3}]$, that

$$
z(t) \geq z(T_1 + \frac{T}{3}) e^{-\mu \tau^* (t - T_1 - \frac{T}{3})} + \frac{k \xi^*}{\mu} - \frac{k \xi^*}{\mu} e^{-\mu \tau^* (t - T_1 - \frac{T}{3})} \geq -\left(z(0) + \frac{k \xi^*}{\mu}\right) e^{-\mu \tau^* (t - T_1 - \frac{T}{3})} + \frac{k \xi^*}{\mu}.
$$
In particular,
\[
z(S^*) \geq - \left( z(0) + \frac{k\xi^*}{\mu} \right) e^{-\mu\tau^*(S^* - T_1 - \frac{1}{3})} + \frac{k\xi^*}{\mu}
\]
\[
= - \left( z(0) + \frac{k\xi^*}{\mu} \right) e^{-\mu\tau^* A^*} + \frac{k\xi^*}{\mu}
\]
\[
= - \left( \frac{(2\mu + 2M)\xi^* + k\xi^*}{\mu y^*} \right) e^{-\mu\tau^* A^*} + \frac{k\xi^*}{\mu}.
\]

It follows from the definition of $A^*$ and the above inequality that $z(S^*) = z\left( \frac{A^*}{\gamma^*} + T_1 + \frac{1}{3} \right) \geq \xi^*$. This, combined with the fact that $S^* > T_2$, implies $\frac{A^*}{\gamma^*} + T_1 + \frac{1}{3} \geq T + T_1$. Thus $T \leq A^* + \frac{1}{3} < T^*$, a contradiction. This completes the proof. \qed

**Proposition 3.15.** Assume that $\tau^* > 0$ and $k^* \in \mathbb{N} \setminus \{0\}$ satisfy
\[
(\mathbf{H}_4) \quad \frac{(2k^* + 2)\pi - 3\arccos \frac{\mu y^*}{\sqrt{(f(0))^2 - \mu^2}}}{\sqrt{(f(0))^2 - \mu^2}} \geq \tau^* > \frac{2k^* \pi - 3\arccos \frac{\mu y^*}{\sqrt{(f(0))^2 - \mu^2}}}{\sqrt{(f(0))^2 - \mu^2}}.
\]
Then, for each positive integer $l \leq k^*$, we have the following results.

(i) If $l \geq 2$, then there exists one and only one nonconstant periodic orbit $O_l(\tau^*)$ of (3.16) with $\tau = \tau^*$ such that $V(\psi) = 2l$ for all $\psi \in O_l(\tau^*)$ and the minimal period $T_l(\tau^*) > 0$.

(ii) If $l = 1$, then there exists at least one nonconstant periodic orbit of (3.16) with $\tau = \tau^*$ in the level set $V^{-1}(2)$: that is, for any such orbit $O_l(\tau^*)$, $V(\psi) = 2$ for all $\psi \in O_l(\tau^*)$ and the minimal period $T_l(\tau^*) > 0$.

**Proof.** Let $\kappa = \{1, 2, \ldots, k^*\}$, $D_1 = (1, \infty)$, and $D_l = \left( \frac{1}{l}, \frac{2}{l(l-3)} \right)$ for all $l \in \kappa \setminus \{1\}$. We now claim that there exists $k^*$ nonconstant periodic orbits $\{O_l : l \in \kappa\}$ of (3.16) such that the minimal period of $O_l$ is $T_l = D_l$, where $l \in \kappa$.

Now suppose $l \in \kappa$. Then there exists $(k_i, j_i) \in \mathbb{N} \times \{0, 1, 2\}$ such that $l = 3k_i + j_i$ and $\tau^* > \tau_{k_i, j_i}$. Let $\omega_l(\gamma) = 1 + (l - 3)T_{1,0}(\gamma)$, $T_l(\gamma) = \frac{T_{1,0}(\gamma)}{\omega_l(\gamma)}$, and $p_l(\gamma)(t) = p_{1,0}(\gamma)(\omega_l(\gamma)t)$ for all $\gamma > \tau_{1,0}$. A simple computation shows that $p_l(\gamma) : \mathbb{R} \to \mathbb{R}^3$ is a periodic solution of (3.16) with $\tau = \gamma\omega_l(\gamma)$. Proposition 3.12 implies that the function $h : (\tau_{1,0}, \infty) \ni \gamma \mapsto \gamma\omega_l(\gamma) \in \mathbb{R}$ is continuous and satisfies $\lim_{\gamma \to \tau_{1,0}^+} h(\gamma) = \tau_{k_i, j_i}$. Moreover, Proposition 3.14 implies $\limsup_{\gamma \to \infty} h(\gamma) = \infty$. Hence, by $\tau^* > \tau_{k_i, j_i}$, there exists a $\gamma^* \in (\tau_{1,0}, \infty)$ such that $h(\gamma^*) = \tau^*$. Then $\omega_l(\gamma^*) > 0$. Thus $p_l(\gamma^*) : \mathbb{R} \to \mathbb{R}^3$ is a periodic solution of (3.16) with $\tau = \tau^*$ such that its minimal period is $T_l(\gamma^*)$. Moreover, by Proposition 3.5 and the definition of $p_l(\gamma)$, we obtain
\[
(p_l(\gamma^*))^1(t) = (p_{1,0}(\gamma^*))^1(\omega_l(\gamma^*)t)
\]
\[
= (p_{1,0}(\gamma^*))^0 \left( \omega_l(\gamma^*) t + \frac{3T_{1,0}(\gamma^*) - 1}{3} \right)
\]
\[
= (p_{1,0}(\gamma^*))^0 \left( \omega_l(\gamma^*) \left[ t + \frac{3T_{1,0}(\gamma^*) - 1}{3\omega_l(\gamma^*)} \right] \right)
\]
\[
= (p_l(\gamma^*))^0 \left( t + \frac{3T_{1,0}(\gamma^*) - 1}{3\omega_l(\gamma^*)} \right)
\]
\[
= (p_l(\gamma^*))^0 \left( t + \frac{3T_{1,0}(\gamma^*) - \omega_l(\gamma^*)}{3\omega_l(\gamma^*)} \right)
\]
\[
= (p_l(\gamma^*))^0 \left( t + \frac{IT_{1,0}(\gamma^*) - \omega_l(\gamma^*)}{3\omega_l(\gamma^*)} \right)
\]
\[
= (p_l(\gamma^*))^0 \left( t + \frac{IT_{1,0}(\gamma^*) - 1}{3} \right).
\]
Obviously, \( \frac{2T_{1,0}(\gamma^*)^{-1}}{3\omega_t(\gamma^*)^{-1}} = T_1(\gamma^*) - \frac{1}{3\omega_t(\gamma^*)} \in (0, T_1(\gamma^*)) \) follows from \( \omega_t(\gamma^*) > 0 \). So, by Corollary 3.6, we have \( V((\nu(\gamma^*))_t) = 2l \) for all \( t \in \mathbb{R} \). Now, we show \( T_1(\gamma^*) \in D_l \). First, by Proposition 3.5 there exists a \( \delta \in (-\frac{1}{2}, 1) \) such that \( 1 = (l - 1)T_1(\gamma^*) + \delta_1 T_1(\gamma^*) \), which implies that \( T_1(\gamma^*) \geq \frac{1}{T} \). If \( T_1(\gamma^*) = \frac{1}{T} \), then it follows from \( T_1(\gamma^*) = \frac{1}{T} = \frac{T_{1,0}(\gamma^*)}{1 + \tau(3 - \gamma^*) T_{1,0}(\gamma^*)} \) that \( T_{1,0}(\gamma^*) = \frac{1}{T} \), a contradiction to \( T_{1,0}(\gamma^*) \in (\frac{1}{T}, \frac{2}{T}) \). Thus \( T_1(\gamma^*) > \frac{1}{T} \). On the other hand, by Proposition 3.5 again, there exists \( \delta_2 \in (-\frac{1}{2}, 1) \) such that \( 1 = 2T_{1,0}(\gamma^*) + \delta_2 T_{1,0}(\gamma^*) \). Then \( \omega(\gamma^*) = 2T_{1,0}(\gamma^*) + \delta_2 T_{1,0}(\gamma^*) + (l - 3)T_{1,0}(\gamma^*) > (2 - \frac{1}{2} + l - 3)T_{1,0}(\gamma^*) = (l - \frac{3}{2})T_{1,0}(\gamma^*) \). Thus, \( T_1(\gamma^*) < \frac{T_{1,0}(\gamma^*)}{(l - \frac{3}{2})T_{1,0}(\gamma^*)} = \frac{2}{(l - \frac{3}{2})} \) for \( l \geq 2 \). It follows that \( T_1(\gamma^*) \in D_l \) for \( l \geq 1 \).

So far we have shown the existence of at least one periodic orbit in \( V^{-1}(2l) \) for \( l \in \kappa \). This, combined with Theorem 3.10 and the arbitrariness of \( l \), shows that statements (i) and (ii) hold. This completes the proof.

We now present the second main result of this section.

**Theorem 3.16.** Suppose (H1) and (H2) hold. Then the following statements are true.

(i) If \( t_0,1 \in (0, 1) \), then system (1.1) has at least one periodic orbit in \( V^{-1}(2) \).

(ii) For every \( (k, j) \in \{(k, j) \in \mathbb{N} \times \{0, 1, 2\} \setminus \{(0, 0), (0, 1)\} : \tau_{k,j} \in (0, 1)\} \), system (1.1) has a unique periodic orbit in \( V^{-1}(6k + 2j) \).

(iii) For every \( (k, j) \in \{(0, 0)\} \cup \{(k, j) \in \mathbb{N} \times \{0, 1, 2\} \setminus \{(0, 0), (0, 1)\} : \tau_{k,j} \geq 1\} \), system (1.1) has no nonconstant periodic orbit in \( V^{-1}(6k + 2j) \).

**Proof.** Let \( \tau^* = 1 \) and \( k^* = \sup \{k \in \mathbb{N} : \tau^* > \frac{2k\pi - 3\arccos \left(\frac{1}{\sqrt{3}}\right)}{\sqrt{f(0)^2 - \mu^2}}\} \).

(i) Since \( t_0,1 \in (0, 1) \), we know that \( l = 1 \leq k^* \). Then conclusion (i) follows from Proposition 3.15(ii).

(ii) For every \( (k, j) \in \{(0, 0)\} \cup \{(k, j) \in \mathbb{N} \times \{0, 1, 2\} \setminus \{(0, 0), (0, 1)\} : \tau_{k,j} \in (0, 1)\} \), we have \( 3k + j \leq k^* \). Then by Proposition 3.15(i), system (1.1) has a unique periodic orbit in \( V^{-1}(6k + 2j) \).

(iii) Obviously, conclusion (iii) follows from Theorem 3.10(ii).

According to Theorems 3.16, A.12, and A.13(ii), we know that the number of the nonconstant periodic orbits is larger than or equal to the number of the roots with positive imaginary parts and positive real parts of the characteristic equation (3.12) with \( \tau = 1 \).

4. **Structure of the global attractor.** In this section, we describe the structure of the global attractor \( A \). For \( K \subseteq A \), define \( W^K(\phi) = \{\phi \in A : \alpha(\phi) \subseteq K\} \).

**Proposition 4.1.** Let \( x : \mathbb{R} \to \mathbb{R}^3 \) be a nonzero solution of (1.1). If there exists \( k \in \mathbb{N} \) such that \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \), then \( x_t \in R \) for all \( t \in \mathbb{R} \). In particular, for any \( j \in \{0, 1, 2\} \), \( \pi^j(x_t) \neq (0, 0)^{1*} \) for all \( t \in \mathbb{R} \), and if \( t_0 \in \mathbb{R} \) is a zero of \( x^j(x) \), then it must be simple.

**Proof.** It follows from Proposition 2.6(iii)(b) and the fact that \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \) that \( x_t \in R \) for all \( t \in \mathbb{R} \). This, combined with the definition of \( R \), yields the conclusion and hence the proof is complete.

**Proposition 4.2.** Let \( x : \mathbb{R} \to \mathbb{R}^3 \) be a nonzero solution of (1.1) and let \( \chi = \{t \in \mathbb{R} : x^0(t) = 0\} \). If \( \omega(x) = \alpha(x) = \{0\} \) and there exists \( k \in \mathbb{N} \) such that \( V(x_t) = 2k \) for all \( t \in \mathbb{R} \), then \( \chi \neq \emptyset \) and \( \inf \{t : t \in \chi\} = -\infty \).

**Proof.** First, we claim that, for any \( j \in \{0, 1, 2\} \), there exists no \( T \in \mathbb{R} \) such that \( x^j(t)x^{j+1}(t) < 0 \) for all \( t \in (T, T) \). Recall that \( x^j(t) = x^j(t-1) \). If the claim is not true, then there exist \( j \in \{0, 1, 2\} \) and \( T \in \mathbb{R} \) such that \( x^j(t)x^{j+1}(t) < 0 \) for all \( t \in (T, T) \). It suffices to consider the case where \( x^0(t) > 0 \) and \( x^1(t) < 0 \).
for all \( t \in (-\infty, T) \) since the proofs for other cases are similar. By (1.1), \( \dot{x}(t) = -\mu x(t) + f'(x(t)) < 0 \) for all \( t \in (-\infty, T) \). This implies that \( x(0) \geq x(0)(T - 1) > 0 \) for all \( t \in (-\infty, T - 1) \), a contradiction to \( \alpha(x) = \{0\} \). This proves the claim.

Now, we prove Proposition 4.2. Obviously, it suffices to show that \( \inf\{t : t \in \t\} = -\infty \). By way of contradiction, suppose \( \inf\{t : t \in \t\} = T^* \in (-\infty, 0] \). Then either \( x(0)(t) > 0 \) for all \( t \in (-\infty, T^*) \) or \( x(0)(t) < 0 \) for all \( t \in (-\infty, T^*) \). Since \( -x \) satisfies all the conditions of Proposition 4.2, without loss of generality, we can assume that \( x(0)(t) > 0 \) for all \( t \in (-\infty, T^*) \). It follows from (1.1) that \( \frac{dx(t)e^\mu t}{dt} = e^\mu t f(x(0)(t - 1)) > 0 \) for all \( t \in (-\infty, T^* + 1) \), which indicates that \( x^2(t)e^{\mu t} \) is strictly increasing on \( (-\infty, T^* + 1) \). If there exists \( t^* \in (-\infty, T^* + 1) \) such that \( x^2(t^*) = 0 \) then \( x^2(t) < 0 \) for all \( t \in (-\infty, t^*) \). It follows that \( x^2(t)x(0)(t - 1) < 0 \) for all \( t \in (-\infty, t^*) \), a contradiction to the above claim. Thus, \( x^2(t) > 0 \) for all \( t \in (-\infty, T^* + 1) \). Then it follows from (1.1) that \( \frac{dx(t)e^\mu t}{dt} = e^\mu t f(x(0)(t)) > 0 \) for all \( t \in (-\infty, T^* + 1) \), which implies that \( x(t)e^{\mu t} \) is strictly increasing on \( (-\infty, T^* + 1) \). Similarly as before, we have \( x(t) > 0 \) for all \( t \in (-\infty, T^* + 1) \). Thus \( x_i \in (C_e)^o \) for all \( t \in (-\infty, T^*) \). This, combined with Proposition 2.5, gives \( \omega(x) = \{\xi_+\} \), a contradiction and hence the proof is complete.

**Proposition 4.3.** Let \( x : \mathbb{R} \to \mathbb{R}^3 \) be a nonzero solution of (1.1). If there exists \( k \in \mathbb{N} \) such that \( V(x_i) = 2k \) for all \( t \in \mathbb{R} \) and \( V(x_i(x_i) - s) = 2k \) for all \( t \neq s \), then either \( \omega(x) = \{0\} \) or \( \alpha(x) = \{0\} \).

**Proof.** By way of contradiction, suppose \( \omega(x) = \alpha(x) = \{0\} \). Proposition 4.1 and Proposition 4.2 ensure that \( x^0 \) have zeros and all zeros are simple. Moreover, \( \inf\{t : t \in \mathbb{R} \} = 0 = \infty \). Choose \( t_0 \in (-\infty, 0) \) such that \( x^0(t_0) = 0 \) and \( \dot{x}(t_0) > 0 \). Note that \( \{t : t \in (-\infty, t_0) \} \) is a discrete set of \( \mathbb{R} \). Arranging these zeros of \( x^0 \) in a decreasing order gives a strictly decreasing sequence \( \{t_n\} \subseteq \mathbb{N} \) such that \( \lim_{n \to \infty} t_n = -\infty \) and \( x^0(t_n)x^0(t_{n+1}) < 0 \) for all \( n \in \mathbb{N} \). As \( x^0(t_0) > 0 \), it follows from (1.1) and \( x^0(t_2n)x^0(t_{2n+1}) < 0 \) for all \( n \in \mathbb{N} \) that \( x^2(t_2n) < 0 \) and \( x^2(t_{2n+1}) > 0 \) for all \( n \in \mathbb{N} \).

Define \( c : \mathbb{R} \ni t \mapsto \pi^0(x_i) \in \mathbb{R}^2 \). Proposition 4.1 and the facts that \( V(x_i) = 2k \) for all \( t \in \mathbb{R} \) and \( V(x_i(x_i) - s) = 2k \) for \( t \neq s \) imply that \( x_i \in \mathbb{R} \) for all \( t \in \mathbb{R} \) and \( x_i - x_i \in \mathbb{R}^2 \) for \( t \neq s \). Thus \( c(t) \neq c(s) \neq 0 \). Choose \( \rho > 0 \) so that \( ||c(0)|| > \rho \). It follows from \( \omega(x) = \alpha(x) = \{0\} \) that \( \lim_{t \to -\infty} c(t) = \lim_{t \to -\infty} c(t) = 0 \). Then there exists a positive integer \( n_0 \) such that \( x(t_2n_0) > x(t_2n_0 - 2) \) and \( ||c(t)|| < \rho \) for \( t \leq t_2n_0 \). Let \( a = t_2n_0 - 2, b = t_2n_0 \) and \( C : [a, b] \to \mathbb{R}^2 \) be such that \( C(t) = c(t) \) for all \( t \in [a, b] \) and \( C(t) = (a - t)(c(a) + (t - a + 1)c(a)) \) for all \( t \in [a, b] \). Then \( C \) is a simple closed curve in \( \mathbb{R}^2 \). In fact, in the \((x,y)\)-plane, \( C \) consists of the line segment \( C((a, a), \alpha) \) on the positive \( y \)-axis, the curve \( C((t_2n_0, a), \alpha) \) is completely on the right-hand side of the \( y \)-axis and the curve \( C((t_2n_0, a), \alpha) \) is completely on the left-hand side of the \( y \)-axis. By the definition of \( C \), we have \( 0 \in \mathbb{C}(C) \). On the other hand, from \( \lim_{t \to -\infty} c(t) = 0 \) and \( ||c(0)|| > \rho \), we can deduce that there exists \( s_1 \geq 0 \) such that \( c(s_1) \in C((a, a), \alpha) \) because \( c(s_1) \notin C((a, a), \alpha) \). Let \( t^* = \sup\{t \in \mathbb{R} : c(t) \in C((a, a), \alpha)\} \). Then \( t^* \geq s_1 > 0 \) and \( t^* < \infty \) as \( \lim_{t \to -\infty} c(t) = 0 \). Moreover, \( t^* \geq s_1 \) implies that \( t^* \notin [a, b] \) and hence \( c(t^*) \in C((a, a), \alpha) \). Let \( \delta = \min_{c \in [a, b]} ||c(t^*) - c(t)|| \). Then \( \delta > 0 \) and \( N_{\frac{\delta}{2}}(c(t^*)) \subseteq \mathbb{C}(C) \), where \( N_{\frac{\delta}{2}}(c(t^*)) = \{(x_1, x_2) : x_1 \in [a, b], ||c(t^*) - c(t)|| \leq \frac{\delta}{2}\} \). Moreover, it follows from the definition of \( C \) that \( x^0(t^*) = 0 \) and \( x^2(t^*) > 0 \). By (1.1), we have \( x^0(t^*) > 0 \). Then there exists \( \varepsilon > 0 \) such that \( x^0(t) > 0, x^2(t) > 0 \) and \( x^0(t), x^2(t) \in N_{\frac{\delta}{2}}(c(t^*)) \) for all \( t \in (t^*, t^* + \varepsilon) \). That is, \( c(t) \in \mathbb{C}(C) \) for all \( t \in (t^*, t^* + \varepsilon) \). This, combined with
\[ \lim_{t \to \infty} c(t) = 0, \] implies that there exists \( t^{**} \geq t^* + \epsilon \) such that \( c(t^{**}) \in C((a-1, a)) \), a contradiction with the choice of \( t^* \). \[ \square \]

**Proposition 4.4.** Let \( x : \mathbb{R} \to \mathbb{R}^3 \) and \( y : \mathbb{R} \to \mathbb{R}^3 \) be two nonzero solutions of (1.1) with \( y_1 \in \alpha(x) \) for all \( t \in \mathbb{R} \). If \( \alpha(y) = \{0\} \), then there exists \( k \in \mathbb{N} \) such that \( V(y_1) = 2k \) for all \( t \in \mathbb{R} \) and \( V(y_2 - y_3) = 2k \) for \( t \neq s \).

**Proof.** Clearly, \( y \) is not a periodic solution of (1.1). Let \( k_\sigma = \frac{\sup_{\mathbb{R}^2} V(y_{\sigma} + y_0)}{2} \), where \( \sigma > 0 \). We claim \( k_\sigma < \infty \) for all \( \sigma \in (0, \infty) \). Otherwise, there exist \( \sigma_0 > 0 \) and a sequence \( \{t_n\}^\infty_{n=1} \) with \( \lim_{n \to \infty} t_n = -\infty \) such that \( \lim_{n \to \infty} V(y_{\sigma_0} - y_{t_n}) = \infty \).

On the other hand, it follows from \( y_0 \in \alpha(x) \) that there exists a sequence \( \{s_m\}^\infty_{m=1} \) with \( \lim_{m \to \infty} s_m = -\infty \) such that \( \lim_{m \to \infty} y_{m+1} = y_0, \) Thus, for each \( t \in \mathbb{R} \), by Proposition 2.4(iii), \( x_{t+s_m} \to y_1 \) in \( C^1 \) as \( m \to \infty \). Then \( \lim_{m \to \infty} (x_{\sigma_0 + s_m + t_n} - x_{s_m + t_n}) = y_{\sigma_0 + t_n} + y_{t_n} \) and Proposition 2.6(ii) implies

\[ V(y_{\sigma_0 + t_n} - y_{t_n}) \leq \lim_{m \to \infty} V(x_{s_m + t_n} - x_{s_m + t_n}). \]

Therefore, \( \lim_{t \to -\infty} V(x_{\sigma_0 + t_n} - x_{t_n}) = \infty \). However, by Corollary 4.6 in [20] and Proposition 2.6(iii), \( V(y_{\sigma_0 + t_n} - y_{t_n}) \) is constant for all large \( t \) and thus \( y_{\sigma_0 + t_n} - y_{t_n} \in \mathbb{R} \) for some large \( t > 0 \). Hence by Proposition 2.6(ii), \( V(y_{\sigma_0 + t_n} - y_{t_n}) = \lim_{t \to \infty} V(x_{\sigma_0 + t_n} - x_{s_n + t_n}) = \lim_{t \to \infty} V(x_{t + s_m} - y_1) = \infty \), a contradiction to \( V(y_{\sigma_0 + t_n} - y_{t_n}) < \infty \).

This proves the claim.

For a given \( \sigma > 0 \), it follows from Proposition 2.6(iii) and the above claim that there exists \( t_1 > 0 \) such that \( V(y_{\sigma_0 + t_1} - y_1) = 2k_\sigma \) for \( t < -t_1 \) and \( V(y_{\sigma_0 + t_1} - y_1) \) is constant for \( t > t_1 \). Hence, by Proposition 2.6(iii)(b), we have \( y_{\sigma_0 + t} - y_1 \in \mathbb{R} \) for \( |t| > t_1 + 4 \). Let \( \{s_m\}^\infty_{m=1} \) be a sequence as in the above paragraph. Applying Proposition 2.6(ii), we obtain \( \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) = \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) = V(y_{\sigma_0 + t_1} - y_1) = \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) = V(y_{\sigma_0 + t_1} - y_1) \) for \( |t| > t_1 + 4 \). Hence \( V(y_{\sigma_0 + t_1} - y_1) = \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) \) for \( |t| > t_1 + 4 \). Again, Proposition 2.6(iii) implies \( V(y_{\sigma_0 + t_1} - y_1) = \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) \) is nonincreasing and thus \( V(y_{\sigma_0 + t_1} - y_1) = \lim_{m \to \infty} V(x_{\sigma + s_n + t_n} - x_{s_n + t_n}) = V(y_{\sigma_0 + t_1} - y_1) \) for \( |t| > t_1 + 4 \).

By Proposition 2.4(iii), we know that \( y_1, y_0 \) varies continuously in \( \sigma \in (0, \infty) \), in the \( C^1 \) topology. So, by Proposition 2.6(ii), we infer that \( k_\sigma \) varies continuously in \( \sigma \in (0, \infty) \). This, combined with the fact that \( k_\sigma \in \mathbb{N} \) for all \( \sigma \in (0, \infty) \), yields that \( k_\sigma \) is independent of \( \sigma \).

Let \( k = k_\sigma \) for some \( \sigma \in (0, \infty) \). In view of \( \hat{0} \in \alpha(y) \) and Proposition 2.6(i), \( V(y_1) \) is constant for all large \( t \), we can deduce \( y_1 \in \mathbb{R} \) for all large \( t \) and thus, by Proposition 2.6(ii), \( V(y_1) = \lim_{t \to \infty} V(y_{\sigma_0 + t_1} - y_1) = 2k \) for all large \( t \). Therefore, by Proposition 2.6(iii), we have \( V(y_1) = 2k \) for all \( t \in \mathbb{R} \). \[ \square \]

**Theorem 4.5.** \( A = \{\xi^-, \xi^+\} \cup W^u(\{0\}) \cup W^s(\hat{0}) \) is a nonconstant periodic orbit of (1.1).

**Proof.** Note that \( \hat{0}, \hat{\xi}^-, \hat{\xi}^+ \) are the only stationary points of (1.1) with \( \hat{\xi}^- \) and \( \hat{\xi}^+ \) being locally asymptotically stable (see Theorem B.5). Let \( \phi \in A \setminus \{\xi^-, \xi^+\} \) be a solution of (1.1). Then there is a solution \( x : \mathbb{R} \to \mathbb{R}^3 \) such that \( x_0 = \phi \) and \( x_t \in A \) for all \( t \in \mathbb{R} \). By Proposition 2.7, we can deduce that either \( \alpha(x) \) is a periodic orbit \( O \) of (1.1) or for each solution \( y : \mathbb{R} \to \mathbb{R}^3 \) with \( y_t \in \alpha(x) \), the sets \( \alpha(y), \omega(y) \subseteq \{0, \hat{\xi}^-, \hat{\xi}^+\} \). If the former holds, then \( \phi \in W^u(O) \). If the latter holds, then by the locally asymptotical stability of \( \hat{\xi}^- \) and \( \hat{\xi}^+ \), we have \( \alpha(x) \cap \{0, \hat{\xi}^-, \hat{\xi}^+\} = \{0\} \). We claim \( \alpha(x) = \{0\} \). Otherwise, there exists a nonzero solution \( z : \mathbb{R} \to \mathbb{R}^3 \) such that \( \alpha(z) = \{0\} \). Note
that, by Proposition 4.4, there exists $k \in \mathbb{N}$ such that $V(z_t) = V(z_{t-s}) = 2k$ for $t \neq s$, a contradiction to Proposition 4.3. Therefore, $\alpha(x) = \{0\}$, that is, $\phi \in W^u(\{0\})$. This completes the proof. \hfill \Box

5. Discussion and generalization. In sections 2–4, we studied the cyclic system (1.1) and obtained results on the existence, absence, and uniqueness of periodic orbits in the level sets of a discrete Lyapunov functional $V$, and we described the structure of the global attractor. Unfortunately, we cannot prove the uniqueness of periodic orbits in $V^{-1}(2)$. This is due to the fact that we can only prove Proposition 3.8 for $k \in \mathbb{N} \setminus \{0, 1\}$. The proof of Proposition 3.8 is quite similar to that of Proposition 3.4 in Krisztin and Walther [15]. When proving Proposition 3.8, we need $k \in \mathbb{N} \setminus \{0, 1\}$ to guarantee that $\alpha_{z_1}^* \geq \alpha_{z_2}^*$ in Case 1. Unlike in the proof of Proposition 3.4 in Krisztin and Walther [15], instead of

\begin{equation}
(k - \frac{1}{2}) T_x < 1 < k T_x \quad \text{and} \quad (k - \frac{1}{2}) T_z < \alpha < k T_z,
\end{equation}

we can only have

\begin{equation}
(k - \frac{1}{2}) T_x < 1 < k T_x \quad \text{and} \quad (k - \frac{1}{2}) T_z < \alpha < k T_z.
\end{equation}

The inequalities (5.1) play a key role in the proof of Proposition 3.4 in [15] to get a contradiction in Case 1. The weaker version (5.2) we obtained forced us to modify the argument in [15] in order. Unfortunately, this modification does not allow us to obtain the contradiction for the case where $k = 1$. We thus leave the following as a future project.

Conjecture 5.1. System (1.1) has at most one periodic orbit in $V^{-1}(2)$.

To conclude this section, we mention that the arguments in this paper can be modified to study the general system (1.4), that is, the system

\begin{align}
\dot{x}^0(t) &= -\mu x^0(t) + f(x^1(t)), \\
\dot{x}^1(t) &= -\mu x^1(t) + f(x^2(t)), \\
&\quad \vdots \\
\dot{x}^{n-1}(t) &= -\mu x^{n-1}(t) + f(x^n(t)), \\
\dot{x}^n(t) &= -\mu x^n(t) + f(x^0(t-1)),
\end{align}

where $f$ satisfies the same assumptions as those in sections 2–4 and $n \in \mathbb{N}$ with $x^i(t) = x^0(t-1)$ if $n = 0$.

Let $\mathbb{K}_n = [-1, 0] \cup \{1, 2, \ldots, n\}$ and $C_n = C(\mathbb{K}_n, \mathbb{R})$. Note that $\mathbb{K}_0 = [-1, 0]$. Define $sc_n$, $V_n : C_n \setminus \{0\} \to \mathbb{N} \cup \{\infty\}$, respectively, by

\[
sc_n(\phi) = \begin{cases} 
0 & \text{if } \phi \text{ is nonnegative or nonpositive} \\
\sup \left\{ k \in \mathbb{N} \setminus \{0\} : \text{there exists a strictly increasing finite sequence } (\theta^j)_k^k \subset \mathbb{K}_n \\
\text{with } \phi(\theta^j)\phi(\theta^j) < 0 \text{ for all } 1 \leq j \leq k \right\} 
\end{cases}
\]

and

\[
V_n(\phi) = \begin{cases} 
s_n(\phi) & \text{if } sc_n(\phi) \in 2\mathbb{N} \cup \{\infty\}, \\
s_n(\phi) + 1 & \text{if } sc_n(\phi) \in 2\mathbb{N} + 1 
\end{cases}
\]

for $\phi \in C_n \setminus \{0\}$. 
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The only challenge in generalizing the arguments to (5.3) is to establish an analogue of Proposition 3.5, that is, to establish the following result: Let \( w : \mathbb{R} \to \mathbb{R}^{n+1} \) be a nonconstant periodic solution of
\[
\begin{cases}
\dot{x}^0(t) = -\mu x^0(t) + f(x^1(t)), \\
\dot{x}^1(t) = -\mu x^1(t) + f(x^2(t)), \\
\vdots \\
\dot{x}^{n-1}(t) = -\mu x^{n-1}(t) + f(x^n(t)), \\
\dot{x}^n(t) = -\mu x^n(t) + f(x^0(t-1))
\end{cases}
\]
with the minimal period \( T_w > 0 \), where \( \mu > 0 \), \( \tau > 0 \), and the \( C^1 \)-function \( g : \mathbb{R} \to \mathbb{R} \) is odd and \( g'(\xi) > 0 \) for all \( \xi \in \mathbb{R} \). If \( V_n(w_t) = 2k + 2 \) for some \( k \in \mathbb{N} \) and for all \( t \in \mathbb{R} \), then there exists \( \delta \in (\frac{1}{2nT_w}, 1] \) such that the following results are true.

(i) \( 1 = kT_w + \delta T_w \).
(ii) \( (w^1(t), w^2(t), \ldots, w^n(t), w^0(t-1)) = (w^0(t + \alpha), w^1(t + \alpha), \ldots, w^n(t + \alpha), w^0(t + \alpha)) \) for all \( t \in \mathbb{R} \), where \( \alpha = \frac{1-\delta}{1+\delta}T_w \).

The purpose of this paper is to analyze the distribution of the roots of (A.1) and imaginary parts of roots of (A.1) are well ordered. Let \( \lambda = \frac{\delta - \sqrt{\delta^2 - 4\mu^2}}{2\mu} \). Then (A.1) reduces to
\[
(\zeta + \tau \mu)^3 - (\tau f'(0))^3 e^{-\zeta} = 0,
\]
where \( \tau > 0 \) and \( f'(0) > \mu \). Our main results, among others, claim that the real parts and imaginary parts of roots of (A.1) are well ordered. Let \( \lambda = \frac{\delta - \sqrt{\delta^2 - 4\mu^2}}{2\mu} \). Then (A.1) reduces to
\[
\lambda^3 - \beta^3 e^{-3\lambda} = 0,
\]
where \( \beta = \frac{e^{\frac{2\pi i}{3}}}{3} > 0 \). In the remaining part of this appendix, we study the general case of (A.2), namely, we only assume \( \beta > 0 \).

**Lemma A.1.** Any root of (A.2) is simple.

*Proof.* By way of contradiction, suppose that (A.2) has a root \( \lambda_0 \), which is not simple. Then we have
\[
\lambda_0^3 - \beta^3 e^{-3\lambda_0} = 0
\]
and
\[
3\lambda_0^2 + 3\beta^3 e^{-3\lambda_0} = 0.
\]
Multiply (A.3) by 3 and add it to (A.4) to obtain
\[3\lambda_0^3 + 3\beta^3 e^{-3\lambda_0} = 0.
\]
Observe that if \( \lambda \) is a root of (A.2), then so is \( \lambda \). Thus, in the remaining part of this appendix, we shall focus on roots of (A.2) with nonnegative imaginary parts. Also observe that \( \lambda \) is a root of (A.2) if and only if \( \lambda \) is a root of one of the following three equations:

\[
\lambda - \beta e^{-\lambda} = 0, \quad \lambda - \beta e^{-\lambda + \frac{2\pi i}{3}} = 0, \quad \lambda - \beta e^{-\lambda + \frac{4\pi i}{3}} = 0.
\]

**Lemma A.2.** Equation (A.2) has a root \( \lambda = iv \) with \( v \geq 0 \) if and only if there exists \( k \in \mathbb{N} \) such that \( \beta = \frac{2k\pi}{3} + \frac{\pi}{6} \) and \( v = \beta \).

*Proof.* If \( \beta = \frac{2k\pi}{3} + \frac{\pi}{6} \) for some \( k \in \mathbb{N} \), then we can easily check that \( i\beta \) is a root of (A.2). On the other hand, if \( \lambda = iv \) with \( v \geq 0 \) is a root of (A.2), then \( -i\beta^3 = \beta^3 e^{-3iv} \). Separating the real and imaginary parts gives \( \cos(3v) = 0 \) and \( v^3 = \beta^3 \sin(3v) \). It follows that \( v = \beta \) and there exists a \( k \in \mathbb{N} \) such that \( 3v = 2k\pi + \frac{\pi}{2} \), as \( \sin(3v) = 1 \), that is, \( v = \beta = \frac{2k\pi}{3} + \frac{\pi}{6} \). \( \square \)

**Lemma A.3.** Suppose \( \beta < \frac{\pi}{6} \). If \( \lambda \) with \( \operatorname{Im}(\lambda) > 0 \) is a root of (A.2), then \( \operatorname{Re}(\lambda) < 0 \).

*Proof.* By way of contradiction, suppose \( \operatorname{Re}(\lambda) \geq 0 \). Write \( \lambda = u + iv \). Then, from \( |\lambda|^2 = \beta^3 |e^{-3\lambda}| = \beta^3 e^{-3u} \), we have \( u^2 + v^2 e^{2u} = \beta^2 \). It follows that \( 0 \leq u \leq \beta \) and \( 0 \leq v \leq \beta \). First, assume that \( \lambda \) satisfies (A.5). Then \( v + \beta e^{-u} \sin v = 0 \) and hence \( \beta^3 - \beta^3 \sin v < 0 \), a contradiction. Next, assume that \( \lambda \) satisfies (A.6). Then \( u = \beta e^{-u} \cos(v - \frac{2\pi}{3}) < 0 \), a contradiction. Similarly, if \( \lambda \) satisfies (A.7), then we shall have \( u < 0 \), a contradiction again. This completes the proof. \( \square \)

**Lemma A.4.** If \( m \in \mathbb{R}^+ \) is given then, for every \( \beta \geq \sqrt{m^2 + \frac{1}{e^2}} \), (A.2) has no roots in the strip \( B_m = \{ u + iv : 0 \leq v \leq m, u < 0 \} \).

*Proof.* Suppose that the result is not true. Then there exist \( \beta \geq \sqrt{m^2 + \frac{1}{e^2}} \) and \( \lambda = u + iv \in B_m \) such that \( \lambda \) satisfies (A.2). Thus, \( \beta = \sqrt{(v^2 + u^2)e^{2u}} < \sqrt{v^2 + u^2 e^{2u}} \leq \sqrt{m^2 + \sup\{u^2 e^{2u} : u \leq 0\}} = \sqrt{m^2 + \frac{1}{e^2}} \). This contradicts the choice of \( \beta \). \( \square \)

**Lemma A.5.** Let \( I \) be a compact subset of \( (0, \infty) \) and \( B \) be a horizontal strip in the complex plane. Then the real parts of roots of (A.2) in \( B \) are bounded from above and below for all \( \beta \in I \).
Proof. Otherwise, there exist a sequence \( \{\beta_n\}_{n \in \mathbb{N}} \) in \( I \) and a sequence \( \{\lambda_n = u_n + iv_n\} : u_n, v_n \in \mathbb{R}, n \in \mathbb{N} \) in \( B \) such that \( \lambda_n \) satisfies (A.5), that \( \beta_n \in \mathbb{R} \) and \( \lim_{n \to \infty} u_n = \infty \) or \( \lim_{n \to \infty} u_n = -\infty \). Thus, \( \beta_n = \sqrt{(v_n)^2 + (u_n)^2}e^{i\arg u_n} \). Note that \( \lim_{u_n \to \infty} \sqrt{(v_n)^2 + (u_n)^2}e^{i\arg u_n} = \infty \) and \( \lim_{u_n \to -\infty} \sqrt{(v_n)^2 + (u_n)^2}e^{i\arg u_n} = 0 \), a contradiction to the facts that \( \beta_n \in I \) and \( I \subseteq (0, \infty) \) is compact. \( \square \)

Define \( \sum_0^0 = \{u + iv : v = 0 \text{ and } u \in \mathbb{R}\} = \mathbb{R} \), \( \sum_1^0 = \{u + iv : v \in (0, \frac{2\pi}{3}) \text{ and } u \in \mathbb{R}\} \), \( \sum_2^0 = \{u + iv : v \in \mathbb{R}\} \), \( \sum_k^0 = \{u + iv : v \in ((2k - 1)\pi, 2k\pi) \text{ and } u \in \mathbb{R}\} \), and \( \sum_2^k = \{u + iv : v \in ((2k + \frac{5}{3})\pi, (2k + \frac{7}{3})\pi) \text{ and } u \in \mathbb{R}\} \) for \( k \in \mathbb{N} \setminus \{0\} \).

Lemma A.6. If \( \lambda \) with \( \text{Im}(\lambda) \geq 0 \) is a root of (A.2), then one of the following statements is true.

(i) If \( \lambda \) satisfies (A.5), then \( \lambda \in \sum_0^k \) for some \( k \in \mathbb{N} \).
(ii) If \( \lambda \) satisfies (A.6), then \( \lambda \in \sum_1^k \) for some \( k \in \mathbb{N} \).
(iii) If \( \lambda \) satisfies (A.7), then \( \lambda \in \sum_2^k \) for some \( k \in \mathbb{N} \).

Proof. If \( \lambda \) satisfies (A.5), then (i) follows directly from Theorem XI.3.1 of Diekmann et al. [5]. If \( \lambda = u + iv \) with \( v \geq 0 \) satisfies (A.6), then \( v = -\beta e^{-\lambda} \sin(v - \frac{2\pi}{3}) < 0 \), which implies that \( \lambda \in \sum_1^k \) for some \( k \in \mathbb{N} \). Similarly, if \( \lambda \) satisfies (A.7), then \( \lambda \in \sum_2^k \) for some \( k \in \mathbb{N} \). This completes the proof. \( \square \)

Lemma A.7. For each given \( k \in \mathbb{N} \) and \( \beta \in (0, \infty) \), the following statements are true.

(i) Equation (A.5) has a simple and unique root \( \lambda_{k,0} \) in \( \sum_0^k \).
(ii) Equation (A.6) has a simple and unique root \( \lambda_{k,1} \) in \( \sum_1^k \).
(iii) Equation (A.7) has a simple and unique root \( \lambda_{k,2} \) in \( \sum_2^k \).

Proof. By Lemma A.1, we only need to show the existence and uniqueness of a root in \( \sum_j^k \) for \( k \in \mathbb{N} \) and \( j \in \{0, 1, 2\} \).

First, we prove (i). If \( k \geq 1 \), then (i) follows directly from Theorem XI.3.1 of Diekmann et al. [5]. Now, suppose \( k = 0 \). Define \( \xi : \mathbb{R} \to \mathbb{R} \) by \( \xi(\lambda) = \lambda - \beta e^{-\lambda} \). Then \( \xi(0) = -\beta < 0 \), \( \lim_{\lambda \to -\infty} \xi(\lambda) = \infty \), and \( \frac{d}{d\lambda} \xi(\lambda) = 1 + \beta e^{-\lambda} > 0 \) for all \( \lambda \in \mathbb{R} \). According to the definitions of \( \sum_0^k \) and \( \xi \), we know that (A.5) has a simple and unique root \( \lambda_{0,0} \) in \( \sum_0^k \). This proves (i).

Next, we prove (ii) ((iii) can be proved similarly).

In view of Lemma A.6, (A.6) has no roots on the boundary of \( \sum_1^k \). We claim that the number of roots of (A.6) in \( \sum_1^k \) is finite and independent of \( \beta \). Indeed, for any compact interval \( I_1 \subseteq (0, \infty) \), by Lemma A.5, there exist \( a_1, b_1 \in \mathbb{R} \) such that for each \( \beta \in I_1 \), all the roots of (A.6) in \( \sum_1^k \) shall be in \( \{u + iv \in \sum_1^k : u \in (a_1, b_1) \text{ and } v \in \mathbb{R}\} \). Let \( B^*_\beta = \{u + iv \in \sum_1^k : u \in (a_1, b_1) \text{ and } v \in \mathbb{R}\} \). It follows from Lemma XI.2.8 of Diekmann et al. [5] that for any \( \beta^* \in I_1 \), there exists an open interval \( V_{\beta^*} \subseteq (0, \infty) \) such that \( \beta^* \in \beta_{\cdot} \) and the number of roots of (A.6) in \( B^*_\beta \) is constant for all \( \beta \in V_{\beta^*} \). This and the compactness of \( I_1 \) imply that the number of roots of (A.6) in \( B^*_\beta \) is constant for all \( \beta \in (0, \infty) \). This proves the claim.

Let \( \beta = 2k\pi + \frac{\pi}{3} \). Then it follows from Lemma A.2 that (A.6) has a unique root in \( \sum_1^k \) on the imaginary axis when \( \beta = \tilde{\beta} \). Using the above claim, we know that, for \( \beta = \tilde{\beta} \), the number of roots of (A.6) in \( \sum_1^k \) is finite. Then there exists \( \delta > 0 \) such that, for \( \beta = \tilde{\beta} \), any root other than \( i\tilde{\beta} \) has a real part bigger than \( \delta \) or smaller than \( -\delta \). It follows that, for \( \beta = \tilde{\beta} \), the number of the roots of (A.6) in \( \sum_1^k \) is the sum of 1 and the number of roots in \( \sum_1^k \cap \{u + iv : |u| > \delta\} \).
Let $B_\tau = \sum \cap \{u + iv : u < 0\}$. For any compact interval $I_2 \subseteq [\beta, \infty)$, by Lemma A.5, there exist $a_2, b_2 \in \mathbb{R}$ such that for each $\beta \in I_2$, all the roots of (A.6) in $B_\tau$ shall be in $\{u + iv \in B_\tau : u \in (a_2, b_2)\}$ and $v \in \mathbb{R}$. Let $B^{**} = \{u + iv \in \sum \cap \{u \in (a_2, b_2)\}$ and $v \in \mathbb{R}\}$. A similar argument as that in the proof of the above claim yields that the number of roots of (A.6) in $B^{**}$ is constant for all $\beta \in I_2$. Then the number of roots of (A.6) in $B_\tau$ is constant for all $\beta \in [\beta, \infty)$. This and Lemma A.4 imply that the number of roots of (A.6) in $B_\tau$ is zero for all $\beta \in [\beta, \infty)$. In particular, when $\beta = \bar{\beta}$, the number of roots of (A.6) in $\sum \cap \{u + iv : u < -\delta\}$ is zero. Similarly, with the help of Lemma A.3, one can show that the number of roots of (A.6) in $\sum \cap \{u + iv : u > \delta\}$ is zero when $\beta = \bar{\beta}$. Therefore, the number of roots of (A.6) in $\sum_k$ is 1 and this proves (ii). $\square$

For every $k \in \mathbb{N}$, $j \in \{0, 1, 2\}$ and $\beta \in (0, \infty)$, let us denote the unique root in $\sum$ by $\lambda_{k,j}(\beta)$. Define the functions $u_{k,j}, v_{k,j} : (0, \infty) \rightarrow \mathbb{R}$ by $u_{k,j}(\beta) = \text{Re}(\lambda_{k,j}(\beta))$ and $v_{k,j}(\beta) = \text{Im}(\lambda_{k,j}(\beta))$ for all $\beta \in (0, \infty)$, respectively.

According to Lemmas A.6 and A.7, we know that for each given $\beta \in (0, \infty)$, (A.5) has a simple and unique root $\lambda_{0,0}(\beta)$ in $\{u + iv : v \in (-\pi, \pi)$ and $u \in \mathbb{R}\}$.

Define $D^0 = (\beta, 0), D^1 = (0, 2\pi), D^2 = (\pi, 3\pi), D^3 = (\pi, 3\pi), D^4 = (2\pi - 1, 2\pi), D^5 = (2\pi - 1, 2\pi), D^6 = (2\pi - 1, 2\pi)$.

**Lemma A.8.** For each given $(k, j) \in \mathbb{N} \times \{0, 1, 2\}$, the functions $u_{k,j}$ and $v_{k,j}$ are continuously differentiable functions on $(0, \infty)$. Moreover, for all $\beta \in (0, \infty)$,

$$
\frac{du_{k,j}(\beta)}{d\beta} = \frac{(v_{k,j}(\beta))^2 + u_{k,j}(\beta)(1 + u_{k,j}(\beta))}{\beta((v_{k,j}(\beta))^2 + (1 + u_{k,j}(\beta))^2)}
$$

and

$$
\frac{dv_{k,j}(\beta)}{d\beta} = \frac{v_{k,j}(\beta)}{\beta((v_{k,j}(\beta))^2 + (1 + u_{k,j}(\beta))^2)}.
$$

**Proof.** For $j \in \{0, 1, 2\}$, let $\delta_j = \frac{2\beta \pi}{3}$. Define $G = (G_1, G_2) : (0, \infty) \times \mathbb{R} \times D^i_k \rightarrow \mathbb{R}^2$ by $G_1(\beta, u, v) = u - \beta e^{-u} \cos(v - \delta_j)$ and $G_2(\beta, u, v) = v + \beta e^{-u} \sin(v - \delta_j)$ for all $(\beta, u, v) \in (0, \infty) \times \mathbb{R} \times D^i_k$. Simple computations give us

$$
\frac{\partial G_1}{\partial u} = 1 + \beta e^{-u} \cos(v - \delta_j),
$$

$$
\frac{\partial G_1}{\partial v} = \beta e^{-u} \sin(v - \delta_j),
$$

$$
\frac{\partial G_2}{\partial u} = -\beta e^{-u} \sin(v - \delta_j),
$$

$$
\frac{\partial G_2}{\partial v} = 1 + \beta e^{-u} \cos(v - \delta_j),
$$

and hence the determinant of the Jacobian of $G$ is $1 + \beta^2 e^{-2u} + 2\beta e^{-u} \cos(v - \delta_j) > 0$ for all $(\beta, u, v) \in (0, \infty) \times \mathbb{R} \times D^i_k$. Note that $G(\beta, u_{k,j}(\beta), v_{k,j}(\beta)) = 0$ for all $\beta \in (0, \infty)$. Applying the implicit function theorem, we can deduce that, for each given $\beta \in (0, \infty)$, there exist an open interval $V \subseteq (0, \infty)$ and two continuously differentiable functions $p : V \rightarrow \mathbb{R}, q : V \rightarrow D^i_k$ such that $\bar{\beta} \in V$, $p(\bar{\beta}) = u_{k,j}(\bar{\beta}), q(\bar{\beta}) = v_{k,j}(\bar{\beta})$ and $G(\beta, p(\beta), q(\beta)) = 0$ for all $\beta \in V$. This and the definition of $G$ imply that, for each $\beta \in V$, $p(\beta) + iq(\beta)$ is a root of (A.j+5) in $\sum$. It follows from Lemma A.7 that $p(\beta) = u_{k,j}(\beta)$ and $q(\beta) = v_{k,j}(\beta)$. Therefore, $u_{k,j}$ and $v_{k,j}$ are continuously
differentiable functions on $\langle 0, \infty \rangle$. The formulas for $\frac{d u_{k, \beta}}{d \beta}$ and $\frac{d u_{k, \beta}^{*}}{d \beta}$ can be easily found by using a simple computation. This completes the proof.

**Lemma A.9.** $u_{k, j}(\beta) > u_{k+1, j}(\beta)$ for all $\beta \in \langle 0, \infty \rangle$, $k \in \mathbb{N}$ and $j \in \{0, 1, 2\}$.

**Proof.** For the case where $j = 0$, the conclusion follows from Theorem XI.3.12 of Diekmann et al. [5].

It suffices to consider the case where $j = 1$ since the case where $j = 2$ can be proved by a similar argument. We first claim that there are no $k \in \mathbb{N}$ and $\beta \in \langle 0, \infty \rangle$ such that $u_{k, 1}(\beta) = u_{k+1, 1}(\beta)$. If this is not true, then there exist $k \in \mathbb{N}$ and $\beta \in \langle 0, \infty \rangle$ such that $u_{k, 1}(\beta) = u_{k+1, 1}(\beta)$. It follows from (A.6) that

$$\cos \left( \frac{v_{k, 1}(\beta) - 2\pi}{3} \right) = \cos \left( \frac{v_{k+1, 1}(\beta) - 2\pi}{3} \right)$$

and

$$v_{k+1, 1}(\beta) \sin \left( \frac{v_{k, 1}(\beta) - 2\pi}{3} \right) = v_{k, 1}(\beta) \sin \left( \frac{v_{k+1, 1}(\beta) - 2\pi}{3} \right).$$

Note that $\sin \left( \frac{v_{k, 1}(\beta) - 2\pi}{3} \right) \neq 0$ as $v_{k, 1}(\beta) = -\beta e^{-u_{k, 1}(\beta)} \sin (v_{k, 1}(\beta) - 2\pi) \neq 0$. It follows that $v_{k, 1}(\beta) = v_{k+1, 1}(\beta)$, a contradiction, and this proves the claim.

Let $M_k = \{ \beta > 0 : u_{k, 1}(\beta) > u_{k+1, 1}(\beta) \}$ for $k \in \mathbb{N}$. Then, by the above claim, we know that $M_k$ is a closed subset of $(0, \infty)$. Indeed, suppose that $\{ \beta_n^* \} \subset M_k$ and $\lim_{n \to \infty} \beta_n^* = \beta^* \in (0, \infty)$. Then it follows from $u_{k, 1}(\beta_n^*) > u_{k+1, 1}(\beta_n^*)$ and the continuity of both $u_{k, 1}$ and $u_{k+1, 1}$ that $u_{k, 1}(\beta^*) > u_{k+1, 1}(\beta^*)$. This, with the help of the claim, implies that $u_{k, 1}(\beta^*) > u_{k+1, 1}(\beta^*)$, namely, $\beta^* \in M_k$. This shows that $M_k$ is a closed subset of $(0, \infty)$. On the other hand, also by the continuity of $u_{k, 1}$ and $u_{k+1, 1}$, we know that $M_k$ is an open subset of $(0, \infty)$.

Next we claim $M_k \neq \emptyset$. Let $\beta_k = 2k\pi + \frac{\pi}{3}$ for all $k \in \mathbb{N}$. It follows from Lemma A.2 that $u_{k, 1}(\beta_k) = 0 = u_{k+1, 1}(\beta_k+1)$. Moreover, by Lemma A.8, we have

$$\frac{d u_{k, 1}(\beta_k+1)}{d \beta} = \frac{(v_{k+1, 1}(\beta_k+1))^2 + u_{k+1, 1}(\beta_k+1)(1 + u_{k+1, 1}(\beta_k+1))}{v_{k+1, 1}(\beta_k+1)(v_{k+1, 1}(\beta_k+1))^2 + (1 + u_{k+1, 1}(\beta_k+1))^2} > 0.$$ 

Then there exists $a^* \in (\beta_k, \beta_{k+1})$ such that $u_{k+1, 1}(\beta) < 0$ for all $\beta \in (a^*, \beta_{k+1})$. We now prove that $u_{k+1, 1}(\beta_k) < 0$. If this is not true, then $u_{k+1, 1}(\beta_k) \geq 0$.

It follows that there exists $b^* \in [\beta_k, a^*)$ such that $u_{k+1, 1}(b^*) = 0$. This and Lemma A.2 imply that $v_{k+1, 1}(b^*) = b^* \in \left( \frac{2\pi}{3} + \frac{\pi}{3} : l \in \mathbb{N} \right)$. Using the definition of $\sum_{k=1}^{\infty} \beta_k$, we have $v_{k+1, 1}(b^*) = b^* = \beta_{k+1}$, a contradiction with the choice of $b^*$. This proves that $u_{k+1, 1}(\beta_k) < 0$. Therefore, $\beta_k \in M_k$.

To summarize, we have shown that $M_k \subset (0, \infty)$ is a nonempty, closed and open subset of $(0, \infty)$. As a result, $M_k = (0, \infty)$ and hence the proof is complete.

**Theorem A.10.** $u_{k, 0}(\beta) > u_{k, 1}(\beta) > u_{k, 2}(\beta) > u_{k+1, 0}(\beta)$ for all $\beta \in \langle 0, \infty \rangle$ and $k \in \mathbb{N}$.

**Proof.** First, for each given $\beta \in \langle 0, \infty \rangle$, we claim that if $\lambda^0$, $\lambda^1$ and $\lambda^2$ respectively satisfy (A.5), (A.6), and (A.7) with $\mathrm{Im}(\lambda^j) \geq 0$ for all $j \in \{0, 1, 2\}$, then $\mathrm{Re}(\lambda^j) \neq \mathrm{Re}(\lambda^{j''})$ for all $\{j, j''\} \in \{(0, 1), (0, 2), (1, 2)\}$. Otherwise, there exists $\{j^*, j^{**}\} \in \{(0, 1), (0, 2), (1, 2)\}$ such that $\mathrm{Re}(\lambda^{j^*}) = \mathrm{Re}(\lambda^{j^{**}})$. It follows from (A.5), (A.6), and (A.7) that

$$\cos \left( \frac{2j^* \pi}{3} + \mathrm{Im}(\lambda^{j^*}) \right) = \cos \left( \frac{2j^{**} \pi}{3} + \mathrm{Im}(\lambda^{j^{**}}) \right).$$
and
\[
(A.9) \quad \text{Im}(\lambda^{**}) \sin \left( \frac{2j^* \pi}{3} + \text{Im}(\lambda^*) \right) = \text{Im}(\lambda^{**}) \sin \left( \frac{2j^{**} \pi}{3} + \text{Im}(\lambda^{**}) \right).
\]

It follows from (A.8) that
\[
(A.10) \quad \left| \sin \left( \frac{2j^* \pi}{3} + \text{Im}(\lambda^*) \right) \right| = \left| \sin \left( \frac{2j^{**} \pi}{3} + \text{Im}(\lambda^{**}) \right) \right|.
\]

If one of \(\sin \left( \frac{2j^* \pi}{3} + \text{Im}(\lambda^*) \right)\) and \(\sin \left( \frac{2j^{**} \pi}{3} + \text{Im}(\lambda^{**}) \right)\) is zero, then so is the other and hence from \(\text{Im}(\lambda^*) = -\beta e^{-\text{Re}(\lambda^*)} \sin \left( \frac{2j^* \pi}{3} + \text{Im}(\lambda^*) \right)\) and \(\text{Im}(\lambda^{**}) = -\beta e^{-\text{Re}(\lambda^{**})} \sin \left( \frac{2j^{**} \pi}{3} + \text{Im}(\lambda^{**}) \right)\) that \(\text{Im}(\lambda^*) = \text{Im}(\lambda^{**}) = 0\). If neither \(\sin \left( \frac{2j^* \pi}{3} + \text{Im}(\lambda^*) \right)\) nor \(\sin \left( \frac{2j^{**} \pi}{3} + \text{Im}(\lambda^{**}) \right)\) is zero, then it follows from (A.9) and (A.10) that \(\text{Im}(\lambda^*) = \text{Im}(\lambda^{**})\). Therefore, we have shown \(\text{Im}(\lambda^*) = \text{Im}(\lambda^{**})\) and hence \(\lambda^* = \lambda^{**}\). Then it follows from \(\lambda^* = -\beta e^{-\lambda^* + \frac{2j^* \pi}{3}}\) and \(\lambda^{**} = -\beta e^{-\lambda^{**} + \frac{2j^{**} \pi}{3}}\) that \(e^{2j^* \pi - 2j^{**} \pi} = 1\), which is impossible as \((j^*, j^{**}) \in \{(0, 1), (0, 2), (1, 2)\}\). This proves the claim.

Let \(N_0 = \{\beta > 0 : u_{k,0}(\beta) > u_{k+1,0}(\beta)\}\), \(N_k = \{\beta > 0 : u_{k,1}(\beta) > u_{k+1,0}(\beta)\}\), and \(N_2 = \{\beta > 0 : u_{k,2}(\beta) > u_{k+1,0}(\beta)\}\) for all \(k \in \mathbb{N}\). Then similar arguments as those in the proof of Lemma A.9 will yield that, for every \((k, j) \in \mathbb{N} \times \{0, 1, 2\}\), \(N_k\) is both open and closed in \((0, \infty)\). We shall show that, for every \((k, j) \in \mathbb{N} \times \{0, 1, 2\}\), \(N_k \neq \emptyset\) and hence \(N_k = (0, \infty)\).

Let \(\beta_k^2 = 2k \pi + \frac{2j^* \pi}{3} - \frac{\pi}{2}\) for all \((k, j) \in \mathbb{N} \times \{0, 1, 2\}\). We show that, for every \((k, j) \in \mathbb{N} \times \{0, 1, 2\}\), \(N_k \neq \emptyset\) by distinguishing three cases.

Case 1. \(j = 0\). First, suppose \(k = 0\). Note that \(\lambda_{0,0}(1) \in \mathbb{R}_+\). Then, from (A.5) and (A.6), we have \(\lambda_{0,0}(1) - e^{-u_{0,0}(1)} = 0\) and \(u_{0,1}(1) = \cos \left( \frac{2j^* \pi}{3} \right) + v_{0,1}(1) < e^{-u_{0,1}(1)}\). Since the curve \(y = e^{-x} - e^{-x}\) is strictly increasing on \(\mathbb{R}\), we must have \(\lambda_{0,0}(1) > u_{0,1}(1)\). In other words, \(1 \in N_0\) and hence \(N_0 \neq \emptyset\). Next, suppose \(k \geq 1\). Then \(\lambda_{0,0}(\beta_k^2) = i \beta_k^2\) and \(u_{0,0}(\beta_k^2) = 0\). On the other hand, it follows from Lemma A.7 and (A.6) that \(v_{k,1}(\beta_k^2) = (2k \pi + \frac{2j^* \pi}{3})\) and \(v_{k,1}(\beta_k^2) = (2k \pi - \frac{2j^* \pi}{3})\) \(e^{-u_{k,1}(\beta_k^2) - \frac{2j^* \pi}{3}} \leq (2k \pi - \frac{2j^* \pi}{3})e^{-u_{k,1}(\beta_k^2)}\). Then, \(e^{-u_{k,1}(\beta_k^2)} \leq \frac{2k \pi - \frac{2j^* \pi}{3}}{2k \pi - \frac{2j^* \pi}{3}} < 1\), and hence \(u_{k,1}(\beta_k^2) < 0 = u_{k,0}(\beta_k^2)\). This means that \(\beta_k^2 \in N_k\), and hence \(N_k \neq \emptyset\).

Case 2. \(j = 1\). Similar arguments as those for the case where \(k \geq 1\) in Case 1 will show that \(\beta_k^2 \in N_k\), and hence \(N_k \neq \emptyset\).

Case 3. \(j = 2\). Suppose \(k \in \mathbb{N}\). Then \(u_{k,2}(\beta_k^2) = 0\). On the other hand, it follows from Lemma A.7 and (A.5) that \(v_{k,1,0}(\beta_k^2) = (2k \pi + \pi)\) and \(v_{k,1,0}(\beta_k^2) = (2k \pi + 2\pi)\) \(e^{-u_{k,1,0}(\beta_k^2) - \frac{2j^* \pi}{3}} \leq \beta_k^2 e^{-u_{k,1,0}(\beta_k^2)}\). It follows that \(e^{u_{k,1,0}(\beta_k^2)} \leq \frac{2k \pi + \pi}{2k \pi + 2\pi} < 1\), and hence \(u_{k,1,0}(\beta_k^2) < 0\). This means that \(\beta_k^2 \in N_k\), and hence \(N_k \neq \emptyset\).

To summarize, we have shown that \(N_k \subset (0, \infty)\) is a nonempty, closed and open subset of \((0, \infty)\). As a result, \(N_k = (0, \infty)\) for all \((k, j) \in \mathbb{N} \times \{0, 1, 2\}\), and hence the proof is complete. □

As a corollary of Theorem A.10, we present the following theorem.

**Theorem A.11.** \(v_{k,0}(\beta) < v_{k,1}(\beta) < v_{k,2}(\beta) < v_{k+1,0}(\beta)\) for all \(\beta \in (0, \infty)\) and \(k \in \mathbb{N}\).

**Proof.** We first claim that, for each given \(\beta \in (0, \infty)\), if \(\lambda^*\) and \(\lambda^{**}\) satisfy (A.2) with \(\text{Re}(\lambda^*) > \text{Re}(\lambda^{**})\) and \(\text{Im}(\lambda^*), \text{Im}(\lambda^{**}) \in [1, \infty)\), then \(\text{Im}(\lambda^*) < \text{Im}(\lambda^{**})\).
Suppose that this is not true. Then $\text{Im}(\lambda^*) \geq \text{Im}(\lambda^{**})$. It follows from (A.2) that $\{\text{Re}(\lambda^*)^2 + \text{Im}(\lambda^*)^2\}e^{2\text{Re}(\lambda^*)} = \beta^2$ and $\{\text{Re}(\lambda^{**})^2 + \text{Im}(\lambda^{**})^2\}e^{2\text{Re}(\lambda^{**})} = \beta^2$. Define $H : \mathbb{R} \times [1, \infty) \to \mathbb{R}$ by $H(u, v) = (u^2 + v^2)e^{2u} - \beta^2$ for all $(u, v) \in \mathbb{R} \times (1, \infty)$. Then

$$
\frac{\partial H(u, v)}{\partial u} = (2u^2 + 2u + v^2)e^{2u} \geq (2u^2 + 2u + 1)e^{2u} \geq \frac{1}{2}e^{2u} > 0
$$

and

$$
\frac{\partial H(u, v)}{\partial v} = 2ve^{2u} > 0
$$

for all $(u, v) \in \mathbb{R} \times [1, \infty)$. It follows that $0 = H(\text{Re}(\lambda^*), \text{Im}(\lambda^*)) > H(\text{Re}(\lambda^{**}), \text{Im}(\lambda^{**})) > 0$, a contradiction. This proves the claim.

Now, we are ready to finish the proof. Obviously, $v_{0,0}(\beta) < v_{0,1}(\beta)$ for all $\beta \in (0, \infty)$ by the definitions of $v_{0,0}$ and $v_{0,1}$. It is also easy to see that the other inequalities hold with the help of Theorem A.10, the definitions of $v_{k,j}$, and the above claim. This completes the proof.  

For each $(k, j) \in \mathbb{N} \times [0, 1, 2]$, define the function $\zeta_{k,j} : (0, \infty) \to \mathbb{C}$ by $\zeta_{k,j}(\tau) = -\tau \mu + 3\lambda_{k,j} f'(0) \frac{\tau^{3\pi}}{3}$ for all $\tau \in (0, \infty)$. By applying Lemma A.7, Theorems A.10 and A.11, the definitions of all the $\zeta_{k,j}$, and the fact that $f'(0) > \mu$, we have the following theorem.

**Theorem A.12.** For each $\tau \in (0, \infty)$, the zeros of (A.1) are given by a positive real $\zeta_{0,0}(\tau)$ and a sequence of complex conjugate pairs

$$
\{\zeta_{k,j}(\tau), \overline{\zeta_{k,j}(\tau)}\}_{(k,j) \in \mathbb{N} \times [0,1,2] \setminus \{(0,0)\}}
$$

with $\zeta_{k,j}(\tau) \in 3 \sum_{l=1}^{k} \text{Re}(\zeta_{k,l}(\tau)) > \text{Re}(\zeta_{k,1}(\tau)) > \text{Re}(\zeta_{k,2}(\tau)) > \text{Re}(\zeta_{k+1,0}(\tau))$ and $\text{Im}(\zeta_{k,0}(\tau)) < \text{Im}(\zeta_{k,1}(\tau)) < \text{Im}(\zeta_{k,2}(\tau)) < \text{Im}(\zeta_{k+1,0}(\tau))$ for all $k \in \mathbb{N}$ and $j \in \{0, 1, 2\}$. These are all simple zeros and (A.1) has no other zeros.

For each given $(k, j) \in (\mathbb{N} \times [0, 1, 2]) \setminus \{(0, 0)\}$, let $b_{k,j} = 6k\pi + 2j\pi - 3 \arccos \frac{\mu}{f'(0)}$ and $\tau_{k,j} = \frac{b_{k,j}}{\sqrt{|f'(0)|^2 - \mu^2}}$. Then, by Lemma A.8 and Theorem A.12, we have the following theorem.

**Theorem A.13.** Equation (A.1) has a purely imaginary root $\zeta$ if and only if there exists $(k, j) \in (\mathbb{N} \times [0, 1, 2]) \setminus \{(0, 0)\}$ such that $\tau = \tau_{k,j}$ and $\zeta \in \{\pm \zeta_{k,j}(\tau_{k,j})\} = \{\pm ib_{k,j}\}$. Moreover, for each $(k, j) \in (\mathbb{N} \times [0, 1, 2]) \setminus \{(0, 0)\}$, the following statements are true.

(i) $\frac{d\text{Re}(\zeta_{k,j}(\tau))}{d\tau}\big|_{\tau=\tau_{k,j}} > 0$.

(ii) $\text{Re}(\zeta_{k,j}(\tau)) < 0$ if and only if $\tau < \tau_{k,j}$, and $\text{Re}(\zeta_{k,j}(\tau)) \geq 0$ if and only if $\tau \geq \tau_{k,j}$.

**Proof.** Suppose that $\tau = \tau_{k,j}$ and $\zeta \in \{\pm \zeta_{k,j}(\tau_{k,j})\} = \{\pm ib_{k,j}\}$ for some $(k, j) \in (\mathbb{N} \times [0, 1, 2]) \setminus \{(0, 0)\}$. Then we can easily check that $\zeta$ is a purely imaginary root of (A.1). On the other hand, let $\zeta$ be a purely imaginary root of (A.1). Without loss of generality, we may assume that $\zeta = ib$ for some $b \geq 0$. Obviously, $b > 0$. It follows from (A.1) that $\mu = f'(0) \cos \left(\frac{b^2}{3} - \frac{2\pi}{3}\right)$ and $b = -\tau f'(0) \sin \left(\frac{b^2}{3} - \frac{2\pi}{3}\right)$ for some $j \in [0, 1, 2]$. Thus there exists $k \in \mathbb{N}$ such that $(k, j) \neq (0, 0)$, $b = b_{k,j} = 6k\pi + 2j\pi - 3 \arccos \frac{\mu}{f'(0)}$, $\tau = \tau_{k,j} = \frac{b_{k,j}}{\sqrt{|f'(0)|^2 - \mu^2}}$. 
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Now, we prove (i). For given \((k,j) \in (\mathbb{N} \times \{0,1,2\}) \setminus \{(0,0)\}\), it follows from Lemma A.8 and the definition of \(\beta\) that
\[
\frac{\text{dRe}(\zeta_{k,j}(\tau))}{d\tau} = -\mu + 3 \left( \frac{(v_{k,j}(\beta^*))^2 + u_{k,j}(\beta^*)(1 + u_{k,j}(\beta^*))}{\beta^*} \right) \times \left( \frac{f'(0)e^{\tau f}(0)\tau f'}{3} + \frac{\tau f'(0)e^{\tau f}}{9} \right),
\]
where \(\beta = \frac{\tau f(0)\tau f}{3}\). It follows from the definitions of \(\zeta_{k,j}\) and \(\tau_{k,j}\) that, for \(\tau^* = \tau_{k,j}\) and \(\beta^* = \frac{\tau f(0)\tau f}{3}\), we have \(\text{Re}(u_{k,j}(\beta^*)) = \frac{\tau f(0)\tau f}{3}\), and
\[
\frac{\text{dRe}(\zeta_{k,j}(\tau))}{d\tau} \bigg|_{\tau = \tau^*} = -\mu + 3 \left( \frac{(v_{k,j}(\beta^*))^2 + u_{k,j}(\beta^*)(1 + u_{k,j}(\beta^*))}{\beta^*} \right) \times \left( \frac{f'(0)e^{\tau f}(0)\tau f'}{3} + \frac{\tau f'(0)e^{\tau f}}{9} \right) \\
\geq -\mu + \frac{(v_{k,j}(\beta^*))^2 + u_{k,j}(\beta^*)(1 + u_{k,j}(\beta^*))}{\beta^*} \times (f'(0)e^{\tau f} + \mu \beta) \\
\geq -\mu + \min \left\{ \frac{v^2 + \tau f(0)\tau f}{\beta^*} \times (f'(0)e^{\tau f} + \mu \beta) : v \in (0, \infty) \right\} \\
\geq -\mu + \frac{\tau f(0)\tau f}{3} \times (f'(0)e^{\tau f} + \mu \beta) \\
> 0.
\]
The last inequality comes from the definitions of \(\tau^*\) and \(\beta^*\).

Finally, we prove (ii). Let \(\text{Re}(\zeta_{k,j}(\tau)) < 0\). Suppose \(\tau_{k,j} < \tau\) since \(\text{Re}(\zeta_{k,j}(\tau)) \neq 0\). From the above discussion, we have \(\text{Re}(\zeta_{k,j}(\tau_{k,j})) = 0\) and \(\text{Re}(\zeta_{k,j}(\tau_{k,j})) > 0\). It follows that there exists \(a^* \in (\tau_{k,j}, \tau)\) such that \(\text{Re}(\zeta_{k,j}(a^*)) = 0\). Hence \(\zeta_{k,j}(a^*)\) is also a purely imaginary root of (A.1), a contradiction. On the other hand, if \(\tau < \tau_{k,j}\), then we can also show that \(\text{Re}(\zeta_{k,j}(\tau)) > 0\). Indeed, by way of contradiction, assume that \(\text{Re}(\zeta_{k,j}(\tau)) \geq 0\). Then similarly we can deduce that there exists \(a^{**} \in (\tau, \tau_{k,j})\) such that \(\text{Re}(\zeta_{k,j}(a^{**})) = 0\). Again \(\zeta_{k,j}(a^{**})\) is also a purely imaginary root of (A.1), a contradiction.

This completes the proof. □

The following lemma is important to study the value of the discrete Lyapunov functional for the solution of (3.13).

**Lemma A.14.** Assume that \(a : \mathbb{R} \to \mathbb{R}\) is a continuous periodic function with minimal period \(T > 0\) such that \(a(0) = 0\), \(a(t) = -a(t + \frac{T}{2})\) and \(a(t) > 0\) for all \(t \in (0, \frac{T}{4})\). Define \(x = (x^0, x^1, x^2)^T : \mathbb{R} \to \mathbb{R}^3\) such that \(x^2(t) = x^1(t + \alpha) = x^0(t + 2\alpha) = a(t + 2\alpha)\) for all \(t \in \mathbb{R}\) and some \(\alpha \in \mathbb{R}\). If there exists \(l \in \mathbb{N}\) such that \(V(x_l) = 2I\) for all \(t \in \mathbb{R}\), then the following statements are true.

(i) If \(\alpha = -\frac{1}{4}\) and there exists \(k \in \mathbb{N} \setminus \{0\}\) such that \(3kT > 1 > (3k - \frac{3}{2})T\), then \(l = 3k\) and thus \(V(x_l) = 6k\) for all \(t \in \mathbb{R}\).

(ii) If \(\alpha = -\frac{1}{4} + \frac{2\pi}{T}\) and there exists \(k \in \mathbb{N}\) such that \(3k + 1)T > 1 > (3k - \frac{1}{2})T\), then \(l = 3k + 1\) and thus \(V(x_l) = 6k + 2\) for all \(t \in \mathbb{R}\).

(iii) If \(\alpha = -\frac{1}{4} + \frac{2\pi}{T}\) and there exists \(k \in \mathbb{N}\) such that \((3k + 2)T > 1 > (3k + \frac{1}{2})T\), then \(l = 3k + 2\) and thus \(V(x_l) = 6k + 4\) for all \(t \in \mathbb{R}\).

**Proof.** We only prove (ii) since the other parts can be proved similarly. We distinguish two cases to finish the proof.
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Case 1. $k = 0$. In this case, we have $T > 1$. We distinguish two subcases to finish the proof.

Case 1.1. $T \geq 2$. Then $\alpha \in \left(\frac{\pi}{T}, \frac{\pi}{2}\right)$. It follows that $x^1(0) = a(\alpha) > 0$. This, combined with the definition of $\text{sc}$ and $x^0(t) < 0$ for all $t \in (-1, 0)$, yields $\text{sc}(x_0) \in \{1, 2\}$. Thus $V(x_0) = 2$ and $l = 1$.

Case 1.2. $T \in (1, 2)$. Then $\alpha \in (0, \frac{\pi}{6})$. It follows that $x^1(0) > 0$ and $x^2(0) > 0$. This, combined with the definition of $\text{sc}$, $x^0(t) < 0$ for all $t \in (-\frac{\pi}{2}, 0)$ and $x^0(t) > 0$ for all $t \in (-1, -\frac{\pi}{2})$, yields $\text{sc}(x_0) = 2$. Thus $V(x_0) = 2$ and $l = 1$.

Case 2. $k \geq 1$. Let $\alpha^* = \alpha + kT$. Then $\alpha^* \in (0, \frac{\pi}{2})$ and $x^2(t) = x^1(t + \alpha^*) = x^0(\tau + 2\alpha^*) = a(t + 2\alpha^*)$ for all $t \in \mathbb{R}$. We distinguish three subcases to complete the proof.

Case 2.1. $1 \in ((3k + \frac{1}{2})T, (3k + 1)T)$. In this case, $\alpha^* \in (0, \frac{\pi}{2})$. Then $\alpha^*, 2\alpha^* \in (0, \frac{\pi}{2})$ and hence $x^1(0) > 0$ and $x^2(0) > 0$. A simple computation gives $\text{sc}(x_0) = 6k + 2$. So $V(x_0) = 6k + 2$ and $l = 3k + 1$.

Case 2.2. $1 \in (3kT, (3k + \frac{1}{2})T)$. In this case, $\alpha^* \in [0, \frac{\pi}{3})$. Then $x^0(\alpha^*) > 0$ and $x^2(\alpha^*) \leq 0$. By a simple computation, we get $\text{sc}(x_{\alpha^*}) \in \{6k + 1, 6k + 2\}$. So $V(x_{\alpha^*}) = 6k + 2$ and $l = 3k + 1$.

Case 2.3. $1 \in ((3k - \frac{1}{2})T, 3kT)$. In this case, $\alpha^* \in [0, \frac{\pi}{3})$. Then $\alpha^* \in (0, \frac{\pi}{2})$, $2\alpha^* \in [0, \frac{\pi}{3})$, and hence $x^1(0) > 0$ and $x^2(0) < 0$. Again, by a simple computation, we get $\text{sc}(x_0) = 6k + 1$. So $V(x_0) = 6k + 2$ and $l = 3k + 1$. \hfill \blackslug

Let

$$\mathcal{A} = \{(k, j, a, b, \tau) \in \mathbb{N} \times \{0, 1, 2\} \times \mathbb{R} \times \mathbb{R} \times (0, \infty) : (a, b) \in A_{k,j}\},$$

where

$$A_{k,j} = \begin{cases} \mathbb{R} \times \mathbb{R}, & \text{if } (k, j) \in (\mathbb{N} \times \{0, 1, 2\}) \setminus \{(0, 0)\}, \\ \mathbb{R} \times \left\{\frac{\pi}{2}\right\}, & \text{if } (k, j) = (0, 0). \end{cases}$$

For each $(k, j, a, b, \tau) \in \mathcal{A}$, define $X(k, j, a, b, \tau) : \mathbb{R} \to \mathbb{R}^3$ by

$$(X(k, j, a, b, \tau))^0(t) = ae^{\text{Re}(\zeta_{k,j}(\tau))t} \sin(\text{Im}(\zeta_{k,j}(\tau))t) + b,$$

$$(X(k, j, a, b, \tau))^1(t) = ae^{\text{Re}(\zeta_{k,j}(\tau))\left(t+\frac{1}{6}\right)} \sin\left(\text{Im}(\zeta_{k,j}(\tau))\left(t+\frac{1}{3}\right) + b + \frac{j\pi}{3}\right),$$

$$(X(k, j, a, b, \tau))^2(t) = ae^{\text{Re}(\zeta_{k,j}(\tau))\left(t-\frac{1}{6}\right)} \sin\left(\text{Im}(\zeta_{k,j}(\tau))\left(t-\frac{1}{3}\right) + b + \frac{j\pi}{3}\right).$$

In particular, $(X(0, 0, a, \frac{\pi}{2}, \tau))^0(t) = ae^{\text{Re}(\zeta_{0,0}(\tau))t}$, $(X(0, 0, a, \frac{\pi}{2}, \tau))^1(t) = ae^{\text{Re}(\zeta_{0,0}(\tau))\left(t-\frac{1}{6}\right)}$, and $(X(0, 0, a, \frac{\pi}{2}, \tau))^2(t) = ae^{\text{Re}(\zeta_{0,0}(\tau))\left(t-\frac{1}{6}\right)}$ for all $t \in (0, \infty)$ and $\tau \in \mathbb{R}$. According to the above definition, we can easily check that $X(k, j, a, b, \tau)(\cdot)$ is a solution of (3.13) for all $(\tau, k, j, a, b) \in \mathcal{A}$.

For $\tau \in (0, \infty)$, let $P_{0,0}(\tau)$ and $P_{k,j}(\tau)$ ($(k, j) \in (\mathbb{N} \times \{0, 1, 2\}) \setminus \{(0, 0)\}$) be the realified generalized eigenspaces of the generator of the semigroup given by the linear system (3.13) for the spectral sets $\{\zeta_{0,0}(\tau)\}$ and $\{\zeta_{k,j}(\tau), \zeta_{k,j}(\tau)\}$, respectively. By a simple computation, we have the following result.

**Proposition A.15.** For each $(\tau, k, j) \in (0, \infty) \times \mathbb{N} \times \{0, 1, 2\}$,

$$P_{k,j}(\tau) = \{(X(k, j, a, b, \tau))_{0} : (a, b) \in A_{k,j}\}.$$ 

**Theorem A.16.** If $(\tau, k, j) \in (0, \infty) \times \mathbb{N} \times \{0, 1, 2\}$ and $\phi \in P_{k,j}(\tau) \setminus \{0\}$, then there exist $a \in \mathbb{R} \setminus \{0\}$ and $b \in \mathbb{R}$ such that

$$(X(k, j, a, b, \tau))_{0} = \phi \quad \text{and} \quad V((X(k, j, a, b, \tau))_{0}) = 6k + 2j \quad \text{for all } t \in \mathbb{R}.$$
Proof. By Proposition A.15, there exist \( a, b \in \mathbb{R} \) such that the solution of (3.13) through \( \phi \) is \( X(k, j, a, b, \tau) \) with \( (X(k, j, a, b, \tau))_0 = \phi \). If \( k = j = 0 \), then \( b = \frac{x}{2} \).

In view of the definition of \( X(0, 0, a, \frac{x}{2}, \tau) \) and \( V, V((X(0, 0, a, \frac{x}{2}, \tau))_0) = 0 \) for all \( t \in \mathbb{R} \). Now suppose \( (k, j) \neq (0, 0) \). Since \( X(k, j, a, b, \tau) \) is the multiplication of a periodic function with a positive (or negative) function, \( V((X(k, j, a, b, \tau))_i) \) must be periodic with a period \( \frac{2\pi}{\text{Im}(\zeta_{k,j}(\tau))} \). Moreover, Proposition 2.6 (iii) tells us that \( V((X(k, j, a, b, \tau))_i) \) is nonincreasing in \( t \). Thus \( V((X(k, j, a, b, \tau))_i) \) is constant and there exists \( l \in \mathbb{N} \) such that \( V((X(k, j, a, b, \tau))_i) = 2l \) for all \( t \in \mathbb{R} \). For \( (k, j, a, b, \tau) \in \mathcal{A} \), define \( \bar{X}(k, j, a, b, \tau) : \mathbb{R} \to \mathbb{R}^3 \) by

\[
\begin{align*}
(\bar{X}(k, j, a, b, \tau))^0(t) &= \sin(\text{Im}(\zeta_{k,j}(\tau))t + b), \\
(\bar{X}(k, j, a, b, \tau))^1(t) &= \sin \left( \text{Im}(\zeta_{k,j}(\tau)) \left( t - \frac{1}{3} \right) + b + \frac{2j\pi}{3} \right), \\
(\bar{X}(k, j, a, b, \tau))^2(t) &= \sin \left( \text{Im}(\zeta_{k,j}(\tau)) \left( t - \frac{1}{3} \right) + b + \frac{4j\pi}{3} \right).
\end{align*}
\]

Then we easily see that \( V((\bar{X}(k, j, a, b, \tau))_i) = V((X(k, j, a, b, \tau))_i) = 2l \) for \( t \in \mathbb{R} \).

Applying Lemma A.14, we have \( V((\bar{X}(k, j, a, b, \tau))_i) = 6k + 2j \) and it follows that \( V((X(k, j, a, b, \tau))_i) = 6k + 2j \) for \( t \in \mathbb{R} \). This completes the proof. \( \square \)

Appendix B. Several basic results on (1.1). Though the natural phase space \( C([-1, 0], \mathbb{R}^3) \) is replaced with \( C = C(\mathbb{R}, \mathbb{R}) \), there is no change in the basic theory on (1.1) with this obvious modification. In this appendix, for clarification and for the readers’ convenience, we provide the precise explanations and detailed proofs for some of the results mentioned in the main text.

A simple computation reveals that \( x \) satisfies (1.1) if and only if \( x \) satisfies the following system of equations:

\[
\begin{aligned}
\frac{dx^0(t)e^{at}}{dt} &= e^{at} f(x^1(t)), \\
\frac{dx^1(t)e^{at}}{dt} &= e^{at} f(x^2(t)), \\
\frac{dx^2(t)e^{at}}{dt} &= e^{at} f(x^0(t - 1)).
\end{aligned}
\]

(B.1)

According to the method of steps, we can easily deduce results on the existence, uniqueness, and continuous dependence on the initial value \( \phi \in C \) of solutions to (1.1). Precisely, for each \( \phi \in C \) and \( l_0 \in \mathbb{R} \), there exists a unique solution \( x_\phi = (x^0_\phi, x^1_\phi, x^2_\phi)^T \) to (1.1) on \([l_0, \infty)\); that is, \( x^0_\phi \in C([l_0 - 1, \infty), \mathbb{R}) \) and \( x^0_\phi |_{[l_0, \infty)}, x^1_\phi, x^2_\phi \in C^1([l_0, \infty), \mathbb{R}) \) such that \((x_\phi)'_{l_0} = \phi \) and \( x^i_\phi (i = 0, 1, 2) \) satisfy (1.1) on \([l_0, \infty)\). The solution is also denoted by \( x_\phi, \phi, t_0 \). Moreover, \( x_\phi, \phi, t_0 \) depends continuously on \( \phi \in C \).

Proposition B.1. Let \( x \) and \( y \) be two solutions of (1.1) on a closed interval \( I \) with \( \sup I = \infty \). If \( x_{t^*} = y_{t^*} \) for some \( t^* \in I \), then \( x_t = y_t \) for all \( t \in I \).

Proof. Obviously, it follows from the uniqueness of solution that \( x_t = y_t \) for all \( t \in [t^*, \infty) \). We shall distinguish two cases to finish the proof.

Case 1. There exists \( a \in \mathbb{R} \) such that \( I = [a, \infty) \). Let \( s^* = \sup \{t \in [a, t^*), x_t \neq y_t \} \). Then \( x_{s^*} = y_{s^*} \) and hence \( x_t = y_t \) for \( t \geq s^* \) by the above discussion. We claim that \( s^* = a \). If \( s^* \neq a \), then \( s^* > a \). Let \( t^{**} = \max \{s^*, a + 1\} \). It follows from \( x_t = y_t \) for all \( t \geq t^{**} \) that \( x^0(t) = y^0(t) \) for all \( t \geq t^{**} - 1 \). Then the first equation of (B.1) implies that \( f(x^1(t)) = f(y^1(t)) \) for all \( t \geq t^{**} - 1 \). Thus \( x^1(t) = y^1(t) \) for all \( t \geq t^{**} - 1 \) as \( f \) is strictly increasing. Similarly, from the other two equations in (B.1), we can obtain \( x^2(t) = y^2(t) \) for all \( t \geq t^{**} - 1 \) and \( x^0(t) = y^0(t) \) for all \( t \geq t^{**} - 2 \). It
follows that \( x_t = y_t \) for all \( t \geq t^* - 1 \), a contradiction to the choice of \( t^* \). This proves the claim and hence \( x_t = y_t \) for all \( t \in [a, \infty) \).

**Case 2.** \( I = \mathbb{R} \). For any \( b \in \mathbb{R} \), from the discussion of Case 1, we know that \( x_t = y_t \) for all \( t \in [b, \infty) \). Because of the arbitrariness of \( b \), \( x_t = y_t \) for all \( t \in \mathbb{R} \).

This completes the proof. □

**Proposition B.2.** The following statements about the map \( F \) hold.

(i) The map \( F : \mathbb{R}_+ \times C \ni (t, \phi) \mapsto (x_\phi)_t \in C \).

(ii) All maps \( F(t, \cdot) : C \to C \) are injective whenever \( t \geq 0 \).

(iii) All maps \( F(t, \cdot) : C \to C \) are conditionally completely continuous whenever \( t \geq 1 \).

(iv) For each \( t \geq 1 \), all maps \( F(t, \cdot) : C \to C^t \) are continuous.

**Proof.** (i) follows immediately from the uniqueness and the continuous dependence on the initial data of solutions of (1.1).

(ii) follows from Proposition B.1.

(iii) follows from Remark 2.3, and (1.1).

(iv) follows from (1.1), Remark 2.3, and the definition of \( F(\cdot, \cdot) \).

This completes the proof. □

In order to derive locally asymptotic stability of the equilibria of (1.1), we introduce the following system of delay differential equations,

\[
\begin{align*}
\dot{y}_0(t) &= -\mu y_0(t) + f(y^1(t - \frac{1}{3})), \\
\dot{y}_1(t) &= -\mu y_1(t) + f(y^2(t - \frac{1}{3})), \\
\dot{y}_2(t) &= -\mu y_2(t) + f(y^0(t - \frac{1}{3})).
\end{align*}
\]

(B.2)

The natural phase space for (B.2) is the Banach space \( Y = C([-\frac{1}{3}, 0], \mathbb{R}^3) \), equipped with the supremum norm \( || \cdot ||_Y \). For a given interval \( I \), let \( [-\frac{1}{3}, 0] + I = \{ t + \theta : t \in I \text{ and } \theta \in [-\frac{1}{3}, 0] \} \). For a continuous function \( y : [-\frac{1}{3}, 0] + I \to \mathbb{R}^3 \) on \( I \) and \( t \in I \), define \( P(y, t) \in Y \) by \( P(y, t)(\theta) = y(t + \theta) \) for all \( \theta \in [-\frac{1}{3}, 0] \).

For a given interval \( I \), we say that a continuous function \( y : [-\frac{1}{3}, 0] + I \to \mathbb{R}^3 \) is a solution of (B.2) on \( I \) if \( y_0, y^1, y^2 \) are continuously differentiable on the interval \( I \) and satisfy (B.2) on \( I \). We denote the solution semiflow of (B.2) by \( G(t, \psi) \), where \( \psi \in Y \) and \( G(0, \psi) = \psi \).

Define \( M : C \to Y \) by

\[
M(\phi)(\theta) = (\phi^0(\theta), (x_\phi)^1(\theta + \frac{1}{3}), (x_\phi)^2(\theta + \frac{1}{3}))^\top \quad \text{for } \theta \in [-\frac{1}{3}, 0] \text{ and } \phi \in C.
\]

Obviously, \( \{ M(0), M(\xi^+), M(\xi^-) \} \) is the set of equilibria of (B.2).

**Proposition B.3.** For any \( \phi \in C \) and \( t \in \mathbb{R}_+ \), we have \( G(t, M(\phi)) = M(F(t, \phi)) \).

**Proof.** Define \( x, y : [-\frac{1}{3}, \infty) \to \mathbb{R}^3 \) by

\[
x(t) = \begin{cases} M(F(t, \phi))(0) & t \in [0, \infty), \\
M(\phi)(t) & t \in [-\frac{1}{3}, 0]
\end{cases}
\]

and

\[
y(t) = \begin{cases} G(t, M(\phi))(0) & t \in [0, \infty), \\
M(\phi)(t) & t \in [-\frac{1}{3}, 0].
\end{cases}
\]

It suffices to prove that \( x(t) = y(t) \) for all \( t \in [-\frac{1}{3}, \infty) \). Obviously, by the definition of \( y \), we know that \( y \) satisfies (B.2) with the initial value \( M(\phi) \). On the other hand,
from the definitions of \( x, F(t, \phi), \) and \( M \), we obtain that 
\[
x(t) = ((x_0)^0(t), (x_0)^1(t + \frac{1}{M}), (x_0)^2(t + \frac{1}{M}))^T
\]
for all \( t \in [-\frac{1}{M}, \infty) \). This, combined with the fact that \( x_0 \) satisfies (1.1) with the initial value \( \phi \), implies that \( x \) also satisfies (B.2) with the initial value \( M(\phi) \). Therefore, by the uniqueness of solution to (B.2), we infer that \( x(t) = y(t) \) for all \( t \in [-\frac{1}{M}, \infty) \). This completes the proof. \( \square \)

**Proposition B.4.** \( M(\xi^+) \) and \( M(\xi^-) \) are locally asymptotically stable.

**Proof.** Recall that \( f'(\xi^+) = f'(\xi^-) \). Then linearization of (B.2) around \( M(\xi^\pm) \) yields the delay system

\[
\begin{align*}
\dot{y}^0(t) &= -\mu y^0(t) + f'(\xi^+)y^1(t - \frac{1}{M}), \\
\dot{y}^1(t) &= -\mu y^1(t) + f'(\xi^+)y^2(t - \frac{1}{M}), \\
\dot{y}^2(t) &= -\mu y^2(t) + f'(\xi^+)y^0(t - \frac{1}{M})
\end{align*}
\]

with the characteristic equation

\[
(\zeta + \tau \mu)^3 - (\tau f'(\xi^+))e^{-\zeta} = 0.
\]

Since \( f'(\xi^+) \in (0, \mu) \), it is easy to see that (B.3) has a negative solution. Let \( \lambda = \frac{\zeta + \mu}{3} \) and \( \beta = \frac{\tau f'(\xi^+)}{3} \). Then (B.3) becomes (A.2). It follows from Lemma A.7, Theorems A.10 and A.11, and the fact that (B.3) has a negative root that all the roots of (B.3) have negative real parts. This and the general results in [7] show that \( M(\xi^\pm) \) are locally asymptotically stable. This completes the proof. \( \square \)

Given \( \varepsilon > 0 \), \( \varphi^* \in C \) and \( \psi^* \in Y \), let 
\[
B(\varphi^*, \varepsilon) = \{ \varphi \in C : ||\varphi - \varphi^*|| < \varepsilon \}
\]
and 
\[
B^Y(\psi^*, \varepsilon) = \{ \psi \in Y : ||\psi - \psi^*||_Y < \varepsilon \}.
\]

**Theorem B.5.** The equilibria \( \xi^+ \) and \( \xi^- \) of (1.1) are locally asymptotically stable.

**Proof.** We only prove that \( \xi^+ \) is locally asymptotically stable since the proof for the stability of \( \xi^- \) is similar.

First, we prove that \( \xi^+ \) is locally stable. For any \( \varepsilon > 0 \), by Proposition B.4, there exists \( \delta_1 > 0 \) such that 
\[
G(t, \psi) \in B^{Y}(M(\xi^+), \varepsilon) \text{ for all } t \in \mathbb{R}_+ \text{ and } \psi \in B^{Y}(M(\xi^+), \delta_1).
\]
From the continuity of \( M \), there exists \( \delta \in (0, \delta_1) \) such that \( M(\phi) \in B^{Y}(M(\xi^+), \delta_1) \) for all \( \phi \in B(\xi^+, \delta) \). This, combined with Proposition B.3, gives us that 
\[
M(F(t, \phi)) \in B^{Y}(M(\xi^+), \varepsilon) \text{ for all } t \in \mathbb{R}_+ \text{ and } \phi \in B(\xi^+, \delta).
\]
It follows from the definition of \( M \) and the continuity of \( F(\cdot, \cdot) \) that 
\[
F(t, \phi) \in B(\xi^+, \varepsilon) \text{ for all } t \in \mathbb{R}_+ \text{ and } \phi \in B(\xi^+, \delta);
\]
i.e., \( \xi^+ \) is locally stable.

Next, we show that \( \xi^+ \) is attractive. Proposition B.4 implies that there exists \( \delta^* > 0 \) such that \( \lim_{t \to \infty} ||G(t, \psi) - M(\xi^+)|| = 0 \) for all \( \psi \in B^{Y}(M(\xi^+), \delta^*) \). From Proposition B.3 and the continuity of \( M \), there exists \( \delta^{**} \in (0, \delta^*) \) such that 
\[
\lim_{t \to \infty} ||M(F(t, \phi)) - M(\xi^+)|| = 0 \text{ for all } \phi \in B(\xi^+, \delta^{**}).
\]
It follows from the definition of \( M \) and the continuity of \( F(\cdot, \cdot) \) that \( \lim_{t \to \infty} ||F(t, \phi) - \xi^+|| = 0 \) for all \( \phi \in B(\xi^+, \delta^{**}); \) i.e., \( \xi^+ \) is attractive.

In summary, by the above discussions, we have shown that \( \xi^+ \) is locally asymptotically stable. \( \square \)
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