ASYMPTOTIC SPEED OF PROPAGATION OF WAVE FRONTS IN A 2D LATTICE DELAY DIFFERENTIAL EQUATION WITH GLOBAL INTERACTION
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ABSTRACT. In this paper, we derive a lattice model for a single species in a two dimensional patchy environment with infinite number of patches connected locally by diffusion. Under the assumption that the death and diffusion rates of the mature population are age independent, we show that the dynamics of the mature population is governed by a lattice delay differential equation with global interactions. We obtain the existence of monotone travelling waves for wave speeds \( c > c_* \) by the standard monotone iteration method and the construction of upper-lower solutions. We show that the minimal wave speed \( c_* \) is also the asymptotic speed of propagation.

1 Introduction The existence and (asymptotic) speed of travelling wave fronts of biological systems are of paramount importance due to their connection to geographically spread of infections or propagation of epidemics. One of the simplest models for the dynamics of a single species that accounts for spatial interaction as well as the age structure is of the following form

\[
\frac{\partial}{\partial t} u(t, a, x) + \frac{\partial}{\partial a} u(t, a, x) = D(a) \frac{\partial^2}{\partial x^2} u(t, a, x) - d(a)u(t, a, x)
\]
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for $x \in \mathbb{R}$, $t > 0$, where $u(t, a, x)$ is the population density at time $t$, age $a$ and spatial location $x$ per unit age and per unit spatial length, $D(a)$ is the diffusion coefficient accounting for spatial dispersion and $d(a)$ is the death rate at age $a \geq 0$. The total mature population at time $t$ and location $x$ is defined by

$$w(t, x) = \int_{r}^{\infty} u(t, a, x) \, da,$$

where $r$ is the length of maturation period. The equation for $w$ can be derived using equation (1.1) as

$$\frac{\partial}{\partial t} w(t, x) = u(t, r, x) + D_{m} \frac{\partial^{2}}{\partial x^{2}} w(t, x) - d_{m} w(t, x), \quad x \in \mathbb{R}, \ t > 0,$$

if we assume that $u(t, \infty, x) = 0$ and

$$D(a) = D_{m} = \text{const.} \quad \text{and} \quad d(a) = d_{m} = \text{const.} \quad \text{for} \ a \geq r.$$

Using the Fourier transform, one can obtain explicitly the function $u(t, r, x)$ as (see [16]):

$$u(t, r, x) = \frac{1}{\sqrt{4\pi a}} e^{-\int_{0}^{r} d(z) \, dz} \int_{-\infty}^{\infty} b(w(t - r, y)) e^{-\frac{(x-y)^2}{4a}} \, dy,$$

$$\alpha = \int_{0}^{r} D(z) \, dz, \quad \mu = \exp \left\{ -\int_{0}^{r} d(z) \, dz \right\},$$

where $b : \mathbb{R}^+ := [0, \infty) \to \mathbb{R}^+$ is the birth rate.

This model with a birth function

$$b(w) = pw e^{-aw}, \quad w \geq 0,$$

was studied in [16], where it was shown that when $1 < \mu p / d_m \leq e$, there exist monotone travelling waves connecting two spatially homogeneous equilibria

$$w^0 = 0 \quad \text{and} \quad w^+ = \frac{1}{a} \ln \left( \frac{\mu p}{d_m} \right) > 0.$$
A discrete analog of the model (1.1) was developed in [22] as follows:

\begin{equation}
\frac{\partial}{\partial t} u_j(t, a) + \frac{\partial}{\partial a} u_j(t, a) \\
= D(a)[u_{j+1}(t, a) + u_{j-1}(t, a) - 2u_j(t, a)] - d(a)u_j(t, a)
\end{equation}

for \( t > 0, \quad j \in \mathbb{Z} := \{0, \pm 1, \pm 2, \cdots\}\), where \( u_j(t, a) \) denote the density of the population of the species of the \( j \)th patch at time \( t \geq 0 \) and age \( a \geq 0 \), \( D(a) \) and \( d(a) \) denote the diffusion rate and death rate of the population at age \( a \) respectively. Assuming that \( u_j(t, \infty) = 0 \) for \( t \geq 0, \quad j \in \mathbb{Z} \). Note that

\[
w_j(t) = \int_r^\infty u_j(t, a) \, da
\]
is the total mature population at the \( j \)th patch. From (1.8) and assuming (1.3), it was obtained that

\begin{equation}
\frac{dw_j(t)}{dt} = u_j(t, r) + D_m [w_{j+1}(t) + w_{j-1}(t) - 2w_j(t)] - d_m w_j(t) \quad \text{for} \quad t > 0,
\end{equation}

where

\begin{equation}
u_j(t, r) = \frac{\mu}{2\pi} \sum_{k=-\infty}^{\infty} \beta_{\alpha}(j - k) b(w_k(t - r)),
\end{equation}

and

\begin{equation}\beta_{\alpha}(l) = \int_{-\pi}^{\pi} e^{i(l\omega) - 4\alpha \sin^2(\frac{\omega}{2})} \, d\omega = e^{-2\alpha} \int_{-\pi}^{\pi} \cos(l\omega)e^{2\alpha \cos \omega} \, d\omega,
\end{equation}

for any \( l \in \mathbb{Z} \). Here \( \mu \) and \( \alpha \) are defined in (1.5), and \( i \) is the imaginary unit.

Assume that the birth function \( b : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies the following properties:

\begin{itemize}
\item[(H1)] \( b \) is continuous and \( b(0) = 0 \), \quad \( b'(0) > d_m/\mu \), \quad \( b(w) \leq b'(0)w \) for \( w \in \mathbb{R}_+ \);
\item[(H2)] \( b \) is non-decreasing on \([0, K]\), and \( \mu b(w) = d_m w \) has a unique solution \( w^+ \in (0, K] \).
\end{itemize}
Weng et al. [21] showed that there exists a positive number $c_*$ such that for any $c > c_*$, (1.9) has a monotone travelling wave solution connecting two spatially homogeneous equilibria $w^0 = 0$ and $w^+ > 0$. Furthermore, they introduced the concept of asymptotic speed of propagation into the model (1.9), and showed that $c_*$ is exactly the asymptotic speed of propagation.

The concept "asymptotic speed of propagation" concerns with the asymptotic behavior (as $t \to \infty$) of solutions of (1.9) as follows: $c_* > 0$ is called the asymptotic speed if for any $c_1, c_2$ with $0 < c_1 < c_* < c_2$, the solutions tend to zero uniformly in the region $|j| \geq c_2t$, whereas it is bounded away from zero uniformly in the region $|j| \leq c_1t$ for $t$ sufficiently large. The discussion of asymptotic speed of propagation can be found in [1, 2, 3, 5, 6, 11, 12, 14, 18, 20].

Note that equations (1.2) and (1.9) are in general nonlocal, involving integration over the whole spatial domain in (1.4) and summation over all integer $j \in \mathbb{Z}$ in (1.10). The idea of nonlocal interaction in a model with time delay was considered by Britton [4], by Gourley and Britton [7, 8], by Smith and Thieme [15], among others (see [9] for a short survey).

In this paper, we shall extend the work in [21] to higher dimensional dynamical systems with interaction between patches. We will consider the case in two space dimensions (2D) even though the results in this paper are valid for the $n$ dimensional case. The rest of the paper is organized as follows. In Section 2, we derived the 2D lattice model. The existence of travelling wave fronts is given in Section 3 and the initial value problem is discussed in Section 4. The discussion on asymptotic speed of wave propagation is given in Section 5.

2 2D model derivation Let $u_{j_1,j_2}(t,a)$ denote the density of the population of the species of the $(j_1,j_2)$th patch at time $t \geq 0$ and age $a \geq 0$. Using $D(a)$ and $d(a)$ to denote the diffusion rate and death rate of the population at age $a$ respectively, and assuming the patches are located at the integer set nodes of a 2-dimensional lattice and assuming spatial diffusion occurs only at the nearest neighborhood and is proportional to the difference of the densities of the population at adjacent patches, we
obtain the following model

$$\begin{align*}
\frac{\partial}{\partial t} u_{j_1,j_2}(t,a) + \frac{\partial}{\partial a} u_{j_1,j_2}(t,a) &= D(a) \Delta^2 u_{j_1,j_2}(t,a) - d(a) u_{j_1,j_2}(t,a), \\
t &> 0, \; j = (j_1, j_2) \in \mathbb{Z}^2 := \mathbb{Z} \times \mathbb{Z},
\end{align*}$$

where

$$\Delta^2 u_{j_1,j_2}(t,a) = u_{j_1+1,j_2}(t,a) + u_{j_1-1,j_2}(t,a) + u_{j_1,j_2+1}(t,a) + u_{j_1,j_2-1}(t,a) + u_{j_1+1,j_2+1}(t,a) + u_{j_1-1,j_2+1}(t,a) + u_{j_1+1,j_2-1}(t,a) + u_{j_1-1,j_2-1}(t,a) - 8u_{j_1,j_2}(t,a).$$

Clearly,

$$w_{j_1,j_2}(t) = \int_r^\infty u_{j_1,j_2}(t,a) \, da$$

is the total mature population at the $(j_1, j_2)$th patch. From (2.1), we obtain

$$\frac{dw_{j_1,j_2}(t)}{dt} = \int_r^\infty \frac{\partial}{\partial t} u_{j_1,j_2}(t,a) \, da$$

$$= \int_r^\infty \left\{ - \frac{\partial}{\partial a} u_{j_1,j_2}(t,a) + D(a) \Delta^2 u_{j_1,j_2}(t,a) - d(a) u_{j_1,j_2}(t,a) \right\} \, da.$$ 

Assume (1.3) holds and that

$$u_{j_1,j_2}(t,\infty) = 0 \quad \text{for} \; t \geq 0, \; (j_1, j_2) \in \mathbb{Z}^2.$$

We obtain from (2.2) and (2.1) that

$$\frac{dw_{j_1,j_2}(t)}{dt} = u_{j_1,j_2}(t,r) + D_m \Delta^2 w_{j_1,j_2}(t) - d_m w_{j_1,j_2}(t) \quad \text{for} \; t > 0.$$ 

In order to obtain a closed system for $w_j$, we need to evaluate $u_{j_1,j_2}(t,r)$. For fixed $s \geq 0$, let

$$V_{j_1,j_2}^s(t) = u_{j_1,j_2}(t, t-s) \quad \text{for} \; s \leq t \leq s + r.$$
Since only the mature population can reproduce, we have
\begin{equation}
V^{s}_{j_1, j_2}(s) = u_{j_1, j_2}(s, 0) = b(w_{j_1, j_2}(s)),
\end{equation}
where \( b : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is the birth function. From (2.1),
\begin{equation}
\begin{aligned}
\frac{d}{dt} V^{s}_{j_1, j_2}(t) &= \frac{\partial}{\partial t} u_{j_1, j_2}(t, a) \bigg|_{a=t-s} + \frac{\partial}{\partial a} u_{j_1, j_2}(t, a) \bigg|_{a=t-s} \\
&= D(t-s) \Delta^2 V^{s}_{j_1, j_2}(t) - d(t-s)V^{s}_{j_1, j_2}(t).
\end{aligned}
\end{equation}

Consider the discrete Fourier transform (see [10, 19]):
\begin{equation}
v^{s}(t, \omega_1, \omega_2) = \frac{1}{2\pi} \sum_{j_1=-\infty}^{\infty} \sum_{j_2=-\infty}^{\infty} e^{-i(j_1 \omega_1 + j_2 \omega_2)} V^{s}_{j_1, j_2}(t),
\end{equation}

\begin{equation}
V^{s}_{j_1, j_2}(t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(j_1 \omega_1 + j_2 \omega_2)} v^{s}(t, \omega_1, \omega_2) \, d\omega_1 \, d\omega_2,
\end{equation}

where \( i \) is the imaginary unit. Applying (2.6) to equation (2.5) yields
\begin{equation}
\frac{\partial}{\partial t} v^{s}(t, \omega_1, \omega_2) = \left[D(t-s)(e^{i\omega_1} + e^{-i\omega_1} + e^{i\omega_2} + e^{-i\omega_2} + e^{i(\omega_1+\omega_2)} + e^{-i(\omega_1+\omega_2)} + e^{i(\omega_2-\omega_1)} - 8) - d(t-s)\right]v^{s}(t, \omega_1, \omega_2)
\begin{align*}
&= \left\{ -4D(t-s) \left[ \sin^2 \left( \frac{\omega_1}{2} \right) + \sin^2 \left( \frac{\omega_2}{2} \right) \\
&\quad + \sin^2 \left( \frac{\omega_1 + \omega_2}{2} \right) + \sin^2 \left( \frac{\omega_1 - \omega_2}{2} \right) \right] \\
&\quad - d(t-s) \right\} v^{s}(t, \omega_1, \omega_2).
\end{align*}
\end{equation}

This equation can be solved easily as
\begin{equation}
v^{s}(t, \omega_1, \omega_2) = v^{s}(s, \omega_1, \omega_2) e^{-4g(\omega) \int_{s}^{t} D(z-s) \, dz - \int_{s}^{t} d(z-s) \, dz},
\end{equation}
where
\begin{align*}
g(\omega) = g(\omega_1, \omega_2) &= \sin^2 \left( \frac{\omega_1}{2} \right) + \sin^2 \left( \frac{\omega_2}{2} \right) + \sin^2 \left( \frac{\omega_1 + \omega_2}{2} \right) \\
&\quad + \sin^2 \left( \frac{\omega_1 - \omega_2}{2} \right), \quad \omega = (\omega_1, \omega_2).
\end{align*}
Using the inverse discrete Fourier transform (2.7) we obtain

\[ V_{j_1,j_2}(t) = \frac{1}{2\pi} e^{-\int_s^t d(z-s)dz} \times \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(j_1\omega_1 + j_2\omega_2) - 4\alpha_s g(\omega)} v^s(s, \omega_1, \omega_2) d\omega_1 d\omega_2, \]

where \( \alpha_s = \int_s^t D(z - s)dz \). By (2.4) and (2.6), we obtain

\[ v^s(s, \omega_1, \omega_2) = \frac{1}{2\pi} \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} e^{-i(k_1\omega_1 + k_2\omega_2)} b(w_{k_1,k_2}(s)). \]

Hence,

\[ V_{j_1,j_2}(t) = \frac{1}{(2\pi)^2} e^{-\int_s^t d(z-s)dz} \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} b(w_{k_1,k_2}(s)) \]

\[ \times \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \exp\{i[(j_1 - k_1)\omega_1 + (j_2 - k_2)\omega_2] - 4\alpha_s g(\omega)\} d\omega_1 d\omega_2. \]

Let \( s = t - r \), \( \mu = e^{-\int_0^r d(z)dz} \), \( \alpha = \int_0^r D(z)dz \). Then (2.9) yields

\[ u_{j_1,j_2}(t, r) = \frac{\mu}{(2\pi)^2} \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} b(w_{k_1,k_2}(t - r)) \]

\[ \times \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \exp\{i[(j_1 - k_1)\omega_1 + (j_2 - k_2)\omega_2] - 4\alpha g(\omega)\} d\omega_1 d\omega_2. \]

Denote

\[ G_\alpha(l) = G_\alpha(l_1, l_2) = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(l_1\omega_1 + l_2\omega_2) - 4\alpha g(\omega)} d\omega_1 d\omega_2, \]

where \( l = (l_1, l_2) \). The following lemma describes the properties of \( G(\alpha) \).
Lemma 2.1. Let $G_{\alpha}(l)$ be given in (2.11). Then

(i) $G_{\alpha}(-l_1, l_2) = G_{\alpha}(l_1, l_2)$, $G_{\alpha}(l_1, -l_2) = G_{\alpha}(l_1, l_2)$, $G_{\alpha}(l) = G_{\alpha}(-l)$ for $l \in \mathbb{Z}^2$, that is, $G_{\alpha}(l)$ is an isotropic function for any $\alpha \geq 0$;

(ii) $\frac{1}{(2\pi)^2} \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} G_{\alpha}(l) = 1$;

(iii) $G_{\alpha}(l) \geq 0$ if $\alpha = 0$ and $l \in \mathbb{Z}^2$; $G_{\alpha}(l) > 0$ if $\alpha > 0$ and $l \in \mathbb{Z}^2$.

Proof. For

$$
(2.12) \quad g(\omega) = \sin^2 \left( \frac{\omega_1}{2} \right) + \sin^2 \left( \frac{\omega_2}{2} \right)
+ \sin^2 \left( \frac{\omega_1 + \omega_2}{2} \right) + \sin^2 \left( \frac{\omega_1 - \omega_2}{2} \right)
= 2 - \frac{1}{2} \cos \omega_1 + \cos \omega_2 - \cos \omega_1 \cos \omega_2,
$$

let $l \cdot \omega = l_1 \omega_1 + l_2 \omega_2$, then we have

$$
G_{\alpha}(l) = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(l \cdot \omega) - 4\alpha[2 - \frac{1}{2} \cos \omega_1 + \cos \omega_2 - \cos \omega_1 \cos \omega_2]} \, d\omega_1 \, d\omega_2
= \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{2\alpha \cos \omega_1 + \cos \omega_2 + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha}
\times \cos(l \cdot \omega) + i \sin(l \cdot \omega) \, d\omega_1 \, d\omega_2.
$$

Note that $e^{2\alpha \cos \omega_1 + \cos \omega_2 + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha}$ is an even function of $\omega_1$ and $\omega_2$ in $[-\pi, \pi] \times [-\pi, \pi]$ and $\sin(l \cdot \omega)$ is an odd function of $\omega_1$ and $\omega_2$ in $[-\pi, \pi] \times [-\pi, \pi]$. Therefore,

$$
G_{\alpha}(l) = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{2\alpha \cos \omega_1 + \cos \omega_2 + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha} \cos(l \cdot \omega) \, d\omega_1 \, d\omega_2.
$$

We complete the proof of (i).

Now we show conclusion (ii). Firstly, we give the 2D Fourier series expansion for function $f(x, y)$ as follows (see [13]),

$$
(2.13) \quad f(x, y) = \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} C_{l_1, l_2} e^{i(l_1 x + l_2 y)},
$$

where

$$
C_{l_1, l_2} = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f(x, y) e^{-i(l_1 x + l_2 y)} \, dx \, dy, \quad l_1, l_2 \in \mathbb{Z}.
$$
Let

\[ f(\omega_1, \omega_2) = \exp\{2\alpha(\cos \omega_1 + \cos \omega_2) + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha\}. \]

We can rewrite the expression of \( G_\alpha(l) \) as

\[ G_\alpha(l) = \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} f(\omega_1, \omega_2) e^{i(l_1 \omega_1 + l_2 \omega_2)} d\omega_1 d\omega_2. \]

Let \( C_{l_1, l_2} = (1/(2\pi)^2) G_\alpha(l) \). Then we have from (2.13)

\[
\frac{1}{(2\pi)^2} \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} G_\alpha(l) = \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} C_{l_1, l_2} \cdot e^{i(l_1 \cdot 0 + l_2 \cdot 0)} \\
= f(\omega_1, \omega_2) \bigg|_{\omega_1=0, \omega_2=0} = 1.
\]

The conclusion of (ii) follows.

On the other hand, we have

\[
G_\alpha(l) \geq \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{i(l_1 \omega_1 + l_2 \omega_2) + 2\alpha(\cos \omega_1 + \cos \omega_2) - 12\alpha} d\omega_1 d\omega_2 \\
= e^{-8\alpha} \beta_\alpha(l_1) \beta_\alpha(l_2),
\]

where \( \beta_\alpha(l_i), i = 1, 2 \) are defined in (1.11). From the following conclusions showed by Weng et al. (see [21]):

\[
\beta_\alpha(m) \geq 0 \text{ for } m \in \mathbb{Z}, \alpha = 0, \\
\beta_\alpha(m) > 0 \text{ for } m \in \mathbb{Z}, \alpha > 0,
\]

we obtain conclusion (iii). This completes the proof.

\[ \square \]

3 Existence of travelling waves. In this section, we assume that the birth function \( b : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies \((H_1)\) and \((H_2)\) in the first section.

A travelling wave of (2.3) is a solution of (2.3) of the form

(3.1) \[ w_{j_1, j_2}(t) = \phi(s), \]
where \( s = j \cdot \nu + ct = j_1 \nu_1 + j_2 \nu_2 + ct, j = (j_1, j_2), \nu = (\nu_1, \nu_2) \) is a given unit vector, and \( c > 0 \) is the wave speed. Substituting (3.1) into (2.3) yields

\[
(3.2) \quad c \frac{d \phi(s)}{ds} = D_m \left[ \sum_{n=1}^{2} (\phi(s + \nu_n) + \phi(s - \nu_n)) + \phi(s + \nu_1 + \nu_2) + \phi(s - \nu_1 - \nu_2) + \phi(s + \nu_2 - \nu_1) - 8\phi(s) \right] - d_m \phi(s) + \frac{\mu}{(2\pi)^2} \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} G_\alpha(l) b(\phi(s + l \cdot \nu - cr)).
\]

By (H2), then we know that (3.2) has two equilibria \( w^0 = 0 \) and \( w^+ > 0 \). Define a subset \( \mathcal{A} \) of \( \mathbb{Z}^2 \) as follows:

\[
\mathcal{A} = \{(1, 0), (0, 1), (-1, 0), (0, -1), (1, 1), (-1, -1), (1, -1), (-1, 1)\}.
\]

Denote \( p = (p_1, p_2), \sum_{l \in \mathbb{Z}^2} = \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} \) and the characteristic equation (3.2) at \( w^0 \) by \( \Delta(\lambda, c, w^0) = 0 \), we have

\[
(3.3) \quad \Delta(\lambda, c, w^0) \equiv -c\lambda + D_m \left[ \sum_{p \in \mathcal{A}} e^{\lambda(p \cdot \nu)} - 8 \right] - d_m + \frac{b'(0)\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) e^{\lambda(l \cdot \nu)} e^{-\lambda cr},
\]

which can be simplified as follows. Let

\[
(3.4) \quad S(\alpha) = \frac{1}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) e^{\lambda(l \cdot \nu)}
= \frac{1}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} e^{\lambda(l \cdot \nu)} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{2\alpha[\cos \omega_1 + \cos \omega_2 + 2 \cos \omega_1 \cos \omega_2 - 4]} \times \cos(l \cdot w) d\omega_1 d\omega_2,
\]
then
\[
\frac{dS(\alpha)}{d\alpha} = \frac{1}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} e^{\lambda (l \cdot \nu)} \\
\times \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \left[ 2(\cos \omega_1 + \cos \omega_2) + 4 \cos \omega_1 \cos \omega_2 - 8 \right] \\
\times \cos(l \cdot \omega) e^{2\alpha (\cos \omega_1 + \cos \omega_2) + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha} \ d\omega_1 \ d\omega_2 \\
= \frac{1}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} e^{\lambda (l \cdot \nu)} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{2\alpha (\cos \omega_1 + \cos \omega_2) + 4\alpha \cos \omega_1 \cos \omega_2 - 8\alpha} \\
\times \left\{ \sum_{p \in \mathbb{A}} \cos[(l + p) \cdot \omega] - 8 \cos(l_1 \omega_1 + l_2 \omega_2) \right\} \ d\omega_1 \ d\omega_2 \\
= S(\alpha) \left[ e^{\lambda \nu_1} + e^{-\lambda \nu_1} + e^{\lambda \nu_2} + e^{-\lambda \nu_2} + e^{\lambda (\nu_1 + \nu_2)} + e^{-\lambda (\nu_1 + \nu_2)} + e^{\lambda (\nu_1 - \nu_2)} + e^{\lambda (\nu_2 - \nu_1)} - 8 \right].
\]

Since \( S(0) = 1 \),
\[
(3.5) \quad S(\alpha) = \exp \left\{ \left[ e^{\lambda \nu_1} + e^{-\lambda \nu_1} + e^{\lambda \nu_2} + e^{-\lambda \nu_2} + e^{\lambda (\nu_1 + \nu_2)} + e^{-\lambda (\nu_1 + \nu_2)} + e^{\lambda (\nu_1 - \nu_2)} + e^{\lambda (\nu_2 - \nu_1)} - 8 \right] \alpha \right\} \\
= e^{2\alpha [E(\lambda, \nu) - 4]},
\]
where
\[
E(\lambda, \nu) := \cosh(\lambda \nu_1) + \cosh(\lambda \nu_2) \\
+ \cosh(\lambda (\nu_1 + \nu_2)) + \cosh(\lambda (\nu_1 - \nu_2)).
\]

Therefore, we have
\[
\Delta(\lambda, c, w^0) = b'(0) \mu e^{2\alpha [E(\lambda, \nu) - 4] - \lambda cr - c \lambda + 2D_m[E(\lambda, \nu) - 4]} - d_m.
\]
Differentiating \( \Delta(\lambda, c, w^0) \) with respect to \( \lambda \), we obtain
\[
\frac{\partial}{\partial \lambda} \Delta(\lambda, c, w^0) \\
= b'(0) \mu \left\{ 2\alpha [\nu_1 \sinh(\lambda \nu_1) + \nu_2 \sinh(\lambda \nu_2) + (\nu_1 + \nu_2) \sinh(\lambda (\nu_1 + \nu_2))] - cr \right\} \exp \{ 2\alpha [E(\lambda, \nu) - 4] - \lambda cr \} \\
- c + 2D_m [\nu_1 \sinh(\lambda \nu_1) + \nu_2 \sinh(\lambda \nu_2) + (\nu_1 + \nu_2) \sinh(\lambda (\nu_1 + \nu_2))] + (\nu_1 - \nu_2) \sinh(\lambda (\nu_1 - \nu_2)),
\]
and

\[
\frac{\partial^2}{\partial \lambda^2} \Delta(\lambda, c, w^0) = b'(0) \mu \{ 2 \alpha [\nu_1^2 \cosh(\lambda \nu_1) + \nu_2^2 \cosh(\lambda \nu_2) \\
+ (\nu_1 + \nu_2)^2 \cosh(\lambda(\nu_1 + \nu_2)) + (\nu_1 - \nu_2)^2 \cosh(\lambda(\nu_1 - \nu_2))] \\\n+ [2 \alpha [\nu_1 \sinh(\lambda \nu_1) + \nu_2 \sinh(\lambda \nu_2) + (\nu_1 + \nu_2) \sinh(\lambda(\nu_1 + \nu_2)) \\
+ (\nu_1 - \nu_2) \sinh(\lambda(\nu_1 - \nu_2))] - c r \} \exp\{ 2 \alpha [E(\lambda, \nu) - 4] - \lambda c r \} \\
+ 2 D_m [\nu_1^2 \cosh(\lambda \nu_1) + \nu_2^2 \cosh(\lambda \nu_2) + (\nu_1 + \nu_2)^2 \cosh(\lambda(\nu_1 + \nu_2)) \\
+ (\nu_1 - \nu_2)^2 \cosh(\lambda(\nu_1 - \nu_2))] ].
\]

Since \( \frac{\partial^2}{\partial \lambda^2} \Delta(\lambda, c, w^0) > 0 \) for \( \lambda \in \mathbb{R} \), the graph of \( \Delta(\lambda, c, w^0) \) as a function of \( \lambda \in \mathbb{R} \) is convex. Furthermore, it can be easily verified that

\[
\lim_{\lambda \to \infty} \Delta(\lambda, c, w^0) = +\infty, \quad \Delta(0, c, w^0) = b'(0) \mu - d_m > 0,
\]

(3.6) \[
\frac{\partial}{\partial \lambda} \Delta(\lambda, c, w^0) \bigg|_{\lambda=0} = -(b'(0) \mu r + 1) c < 0
\]

if \( c > 0 \) and \((H_1)-(H_2)\) hold. In addition, we note that \( E(\lambda, \nu) - 4 \geq 0 \) for all \( \lambda \in \mathbb{R} \), and then we can show that \( \Delta(\lambda, 0, w^0) > 0 \) and \( \lim_{c \to \infty} \Delta(\lambda, c, w^0) < 0 \) for any given \( \lambda \), therefore, we have the following observations.

**Lemma 3.1.** There exist a pair of \( c_* \) and \( \lambda_* \) such that

(i) \( \Delta(\lambda_*, c_*, w^0) = 0; \quad \frac{\partial}{\partial \lambda} \Delta(\lambda_*, c_*, w^0) = 0; \)

(ii) for \( 0 < c < c_* \) and any \( \lambda > 0 \), \( \Delta(\lambda, c, w^0) > 0; \)

(iii) for any \( c > c_* \), the equation \( \Delta(\lambda, c, w^0) = 0 \) has two positive real roots \( 0 < \lambda_1 < \lambda_2 \), and there exists a \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \) with

\[
0 < \lambda_1 < \lambda_1 + \varepsilon < \lambda_2,
\]

we have

(3.7) \[
\Delta(\lambda_1 + \varepsilon, c, w^0) < 0.
\]
We now define $C = C(\mathbb{R}, [0, K])$, and

$$S = \left\{ \phi \in C : \begin{array}{l}
(i) \quad \phi(s) \text{ is non-decreasing for } s \in \mathbb{R}, \\
(ii) \quad \lim_{s \to -\infty} \phi(s) = w^0, \quad \lim_{s \to \infty} \phi(s) = w^+,
\end{array} \right\}$$

and an operator on $C$ as

$$H(\phi)(s) = \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) b(\phi(s + l \cdot \nu - cr)), \quad \phi \in C, \ s \in \mathbb{R}.$$ 

The following lemma summarizes some useful properties of $H$.

**Lemma 3.2.** Assume that $b : \mathbb{R}_+ \to \mathbb{R}_+$ satisfies $(H_1)$ and $(H_2)$. Then we have

(i) if $\phi \in S$, and $\phi(s) \geq 0$ for $s \in \mathbb{R}$, then $H(\phi)(s) \geq 0$ for $s \in \mathbb{R}$;

(ii) if $\phi \in S$, then $H(\phi)(s)$ is non-decreasing for $s \in \mathbb{R}$;

(iii) $H(\psi)(s) \leq H(\phi)(s)$ for $s \in \mathbb{R}$ provided that $\psi, \phi \in C$ and $\psi(s) \leq \phi(s) \leq K$ for $s \in \mathbb{R}$.

**Definition 3.1.** A function $U \in C$ is called an upper solution of (3.2) if it is differentiable almost everywhere (a.e.) and satisfies the inequality

$$cU'(s) \geq D_m \left[ \sum_{p \in A} U(s + p \cdot \nu) - 8U(s) \right] - d_m U(s) + H(U)(s) \text{ a.e. in } \mathbb{R}.$$ 

Similarly, a function $L \in C$ is called a lower solution of (3.2) if it is differentiable almost everywhere and satisfies

$$cL'(s) \leq D_m \left[ \sum_{p \in A} L(s + p \cdot \nu) - 8L(s) \right] - d_m L(s) + H(L)(s) \text{ a.e. in } \mathbb{R}.$$ 

Suppose that

$$U(s) = \begin{cases}
  w^+, & s \geq 0, \\
  e^{\lambda_1 s}w^+, & s \leq 0,
\end{cases}$$

and

$$L(s) = \begin{cases}
  0, & s \geq 0, \\
  \zeta(1 - e^{\xi s})e^{\lambda_1 s}, & s \leq 0,
\end{cases}$$

where $\lambda_1$ and $\epsilon$ are given as in Lemma 3.1, $\zeta > 0$ is chosen small enough so that $L(s) \leq U(s)$ for $s \in \mathbb{R}$ and $L$ is the lower solution of (3.2). Clearly, we have $0 \leq L(s) \leq U(s) \leq w^+ \leq K$ and $L(s) \neq 0$ for $s \in \mathbb{R}$. 

Lemma 3.3. $U$ given by (3.8) and $L$ given by (3.9) are a pair of upper and lower solutions of (3.2).

Proof. If $s \geq 0$, then we have from (iii) of Lemma 3.2 and the fact that $0 < (1/2\pi) \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l) \leq 1$, and $b(w) \leq b(w^+)$ for $0 \leq w \leq w^+$ the following holds:

$$-c\frac{dU(s)}{ds} + D_m \left[ \sum_{p \in \mathcal{A}} U(s + p \cdot \nu) - 8U(s) \right] - d_m U(s) + H(U)(s)$$

$$\leq 0 + D_m(8w^+ - 8w^+) - d_m w^+ + b(w^+)\mu = 0.$$ 

Note that $U(s) \leq e^{\lambda_1 s}w^+$ for $s \in \mathbb{R}$ and $b(\phi) \leq b'(0)\phi$ for $\phi \geq 0$. Therefore, if $s \leq 0$, then

$$-c\frac{dU(s)}{ds} + D_m \left[ \sum_{p \in \mathcal{A}} (U(s + p \cdot \nu) - 8U(s) \right] - d_m U(s) + H(U)(s)$$

$$\leq -c\lambda_1 e^{\lambda_1 s}w^+ + D_m w^+ \left[ \sum_{p \in \mathcal{A}} e^{\lambda_1(s+p \cdot \nu)} - 8e^{\lambda_1 s} \right] - d_m w^+ e^{\lambda_1 s}$$

$$+ \frac{b'(0)\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l)U(s + l \cdot \nu - cr)$$

$$\leq e^{\lambda_1 s}w^+ \left\{ -c\lambda_1 + D_m \left[ \sum_{p \in \mathcal{A}} e^{\lambda_1(p \cdot \nu)} - 8 \right] 
- d_m + \frac{b'(0)\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l)e^{\lambda_1(l \cdot \nu - cr)} \right\}$$

$$= 0.$$

Hence, $U$ is an upper solution of (3.2).

Note that $L(s) \geq 0$ and thus $H(L)(s) \geq 0$ for $s \in \mathbb{R}$. Therefore, for $s \geq 0$, we have

$$-c\frac{dL(s)}{ds} + D_m \left[ \sum_{p \in \mathcal{A}} L(s + p \cdot \nu) - 8L(s) \right] - d_m L(s) + H(L)(s) \geq 0.$$ 

Note also that $\zeta(1 - e^{es})e^{\lambda_1 s} \leq 0$ for $s \geq 0$ and

$$L(s) \geq \zeta(1 - e^{es})e^{\lambda_1 s} =: h(s) \quad \text{for } s \in \mathbb{R},$$
Therefore, 
\[ H(L)(s) \geq H(h)(s) \quad \text{for } s \in \mathbb{R}. \]

Consequently, if \( s \leq 0 \), then
\[
(3.10) \quad -c \frac{dL(s)}{ds} + D_m \left[ \sum_{p \in \mathcal{A}} L(s + p \cdot \nu) - 8L(s) \right] - d_m L(s) + H(L)(s) \\
\geq -c_\lambda_1 \zeta e^{\lambda_1 s} + c(\lambda_1 + \epsilon) \zeta e^{(\epsilon+\lambda_1)s} + D_m \\
\times \left\{ \sum_{p \in \mathcal{A}} \zeta ((1 - e^{(s+p \cdot \nu)})e^{\lambda_1(s+p \cdot \nu)} - 8(1 - e^{e s})e^{\lambda_1s}) \right\} \\
- d_m \zeta (1 - e^{e s})e^{\lambda_1 s} + H(h)(s).
\]

Applying Taylor's expansion of \( b(u) \) about zero, we can write
\[
(3.11) \quad H(h(s)) = \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l) \{ b'(0) h(s + l \cdot \nu - cr) \\
+ Q(h(s + l \cdot \nu - cr)) \},
\]

where
\[
(3.12) \quad \left| \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l) Q(h(s + l \cdot \nu_2 - cr)) \right| \leq \zeta^2 R e^{2\lambda_1 s},
\]

and \( R \) is a constant. From (3.10)–(3.12) and Lemma 3.1 we obtain
\[
- c \frac{dL(s)}{ds} + D_m \left[ \sum_{p \in \mathcal{A}} L(s + p \cdot \nu) - 8L(s) \right] - d_m L(s) + H(L)(s) \\
\geq \zeta e^{\lambda_1 s} \Delta(\lambda_1, c, w^0) - \zeta \Delta(\lambda_1 + \epsilon, c, w^0) e^{(\lambda_1+\epsilon)s} - \zeta^2 R e^{2\lambda_1 s} > 0,
\]

if \( \zeta \) and \( \epsilon \) are chosen small enough. Hence, \( L \) is a lower solution of (3.2). This completes the proof. \( \Box \)

Consider the following equivalent form of equation (3.2):
\[
(3.13) \quad \frac{d\phi(s)}{ds} + \eta \phi(s) = F(\phi)(s),
\]
where
\[
F(\phi)(s) = \left( \eta - \frac{d_m}{c} - \frac{8D_m}{c} \right) \phi(s) \\
+ \frac{D_m}{c} \left[ \sum_{p \in A} \phi(s + p \cdot \nu) \right] + \frac{1}{c} H(\phi)(s),
\]
and \( \eta > 0 \) is chosen so that \( \eta - \frac{d_m}{c} - \frac{8D_m}{c} > 0 \). Then, \( F(\phi)(s) \geq F(\psi)(s) \) for \( s \in \mathbb{R} \) provided that \( \phi(s) \geq \psi(s) \) for \( s \in \mathbb{R} \). Moreover,
\[
F(w^0) = \eta w^0, \quad F(w^+) = \eta w^+.
\]

For any bounded solutions \( \phi : \mathbb{R} \to \mathbb{R} \), (3.13) is equivalent to
\[
(3.14) \quad \phi(s) = e^{-\eta s} \int_{-\infty}^{s} e^{\eta t} F(\phi)(t) \, dt.
\]

It is natural to define an operator \( T : S \to C \) by
\[
(3.15) \quad (T\phi)(s) = e^{-\eta s} \int_{-\infty}^{s} e^{\eta t} F(\phi)(t) \, dt, \quad \phi \in S, \ t \in \mathbb{R},
\]
and it is straightforward to verify the following.

Lemma 3.4. The operator \( T \) defined in (3.15) has the following properties:

(i) if \( \phi \in S \), then \( T\phi \in S \);
(ii) if \( \phi \) is an upper (a lower) solution of (3.2), then \( \phi(s) \geq (T\phi)(s) \times (\phi(s) \leq (T\phi)(s)) \) for \( s \in \mathbb{R} \);
(iii) if \( \phi(s) \geq \psi(s) \) for \( s \in \mathbb{R} \), then \( (T\phi)(s) \geq (T\psi)(s) \) for \( s \in \mathbb{R} \);
(iv) if \( \phi \) is an upper (a lower) solution of (3.2), then \( T\phi \) is also an upper (a lower) solution of (3.2).

We now construct a series of functions by the following iterative scheme: \( U_0 = T^n U_{n-1}, \ n \geq 1 \) with \( U_0 = U \). By Lemma 3.4, we have
\[
w^0 \leq L(s) \leq \cdots \leq U_n(s) \leq U_{n-1}(s) \leq \cdots \leq U_0(s) \leq w^+.
\]

Using Lebesgue’s dominated convergence theorem, we know that the limit function \( U_\ast(s) = \lim_{n \to \infty} U_n(s) \) exists and is a fixed point of \( T \).
This gives a solution of (3.2). Furthermore, \( U_* \) lies in \( S \) and is non-decreasing with the limits

\[
(3.16) \quad \lim_{s \to -\infty} U_*(s) = w^0, \quad \lim_{s \to \infty} U_*(s) = w^+.
\]

Summarizing the above discussions, we obtain the following existing theorem of travelling waves.

**Theorem 3.1.** Assume that \( b : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies (H_1) and (H_2). Then there exists \( c_* > 0 \), such that for every \( c > c_* \), (2.3) has a monotone travelling wave solution \( \phi : \mathbb{R} \to \mathbb{R} \) satisfying the boundary condition

\[
\lim_{s \to -\infty} \phi(s) = w^0, \quad \lim_{s \to \infty} \phi(s) = w^+.
\]

### 4 Solutions of initial value problem

In this section, we shall investigate the existence and isotropic properties of solutions for the initial value problem of model (2.3) with \( u_{j_1,j_2}(t,r) \) defined in (2.10). For the convenience of discussion, we first list some notations to be used.

\[
|j|_\nu = |j_1\nu_1| + |j_2\nu_2|, \quad B_N = \{j \in \mathbb{Z}^2 \mid |j|_\nu \leq N, N \in \mathbb{N}\},
\]

\[
C^+_K[-r,0] = C([-r,0],[0,K]), \quad C^+_K[-r,T] = C([-r,T],[0,K]),
\]

\[
w_j(t) = w(t,j) = w_{j_1,j_2}(t), \quad j = (j_1,j_2) \in \mathbb{Z}^2,
\]

\[
W(t) = W(t,\cdot) = \{w_j(t)\}_{j \in \mathbb{Z}^2},
\]

\[
supp W(t,\cdot) = \{j \mid w(t,j) \neq 0\} \text{ is the support of } W(t,\cdot),
\]

\[
W(t) \geq V(t) \text{ if } w_{j_1,j_2}(t) \geq v_{j_1,j_2}(t) \text{ for } j = (j_1,j_2) \in \mathbb{Z}^2,
\]

\[
W(t) > V(t) \text{ if } W(t) \geq V(t) \text{ and } w_{j_1,j_2}(t) > v_{j_1,j_2}(t)
\]

for \( j \in supp V(t,\cdot) \).

Also we say \( W \) is isotropic on an interval \( I \) if \( w_{-j_1,j_2}(t) = w_{j_1,j_2}(t) \) and \( w_{j_1,-j_2}(t) = w_{j_1,j_2}(t) \) for \( j \in \mathbb{Z}^2 \) and \( t \in I \).

In the remaining part of this paper, we assume that the birth function \( b : \mathbb{R}_+ \to \mathbb{R}_+ \) is continuous, and satisfies

\[
(H_2) \text{ } b \text{ is non-decreasing on } [0,K], \text{ and } \mu b(w) = d_m w \text{ has a unique solution } w^+ \in (0,K);
\]
\( b(0) = 0, \quad b'(0) > d_m / \mu, \quad |b(w) - b(v)| \leq b'(0)|w - v| \) for \( w, v \in \mathbb{R}_+ \);

\( \mu b(w) > d_m w \) for \( w \in (0, w^+) \), and \( \mu b(w) < d_m w \) for \( w \in (w^+, \infty) \).

Clearly, the birth function \( b(w) = pwe^{-aw} \) in Nicholson's blowflies model satisfies the above assumptions, when the parameters are in appropriate ranges.

The initial value problem of (2.3) can be written as

\[
\begin{align*}
\begin{cases}
    w_j(t) = e^{-\delta t}w_j(0) + \int_0^t e^{-\delta(t-s)} \\
    \quad \times \left\{ D_m \left[ \sum_{p \in A} w_{j+p}(s) \right] + \frac{\mu}{(2\pi)^2} \\
    \quad \times \sum_{l \in \mathbb{Z}^2} G_\alpha(l)b(w_{l+j}(s-r)) \right\} ds, & j \in \mathbb{Z}^2, \ t \geq 0, \\
    w_j(t) = w_j^o(t), & j \in \mathbb{Z}^2, \ t \in [-r, 0],
\end{cases}
\end{align*}
\]

where \( \delta = 8D_m + d_m \), and \( w_j^o(t), \ t \in [-r, 0], \ j \in \mathbb{Z}^2 \) are given initial data. A simple change of variable yields an equivalent form of (2.3) as

\[
\begin{align*}
\begin{cases}
    w_j(t) = e^{-\delta t}w_j(0) + \int_0^t e^{-\delta s} \left\{ D_m \left[ \sum_{p \in A} w_{j+p}(t-s) \right] \\
    \quad + \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l)b(w_{l+j}(t-s-r)) \right\} ds, & j \in \mathbb{Z}^2, \ t \geq 0.
\end{cases}
\end{align*}
\]

The existence and isotropic properties of the solution to the initial value problem is given by the following theorem.

**Theorem 4.1.** For any given function

\[ W^o = \{w_j^o\}_{j \in \mathbb{Z}^2}, \quad w_j^o \in C_K^+[-r, 0], \ j \in \mathbb{Z}^2, \]

(4.1) has a unique solution \( W(t) = \{w_j(t)\}_{j \in \mathbb{Z}^2} \) with \( w_j \in C_K^+[-r, \infty) \).

If \( W^o \) is isotropic on \([-r, 0]\), then \( W \) is isotropic on \( \mathbb{R}_+ \).

**Proof.** For \( W^o = \{w_j^o\}_{j \in \mathbb{Z}^2} \) with \( w_j^o \in C_K^+[-r, 0] \) and for every \( T \in (0, \infty) \), define a set

\[ S_T = \{ W = \{w_j\}_{j \in \mathbb{Z}^2} | w_j \in C_K^+[-r, T], \ w_j(t) = w_j^o(t), \ t \in [-r, 0] \} \]
and an operator $F^T = \{F^T_j\}_{j \in \mathbb{Z}^2}$ on $S_T$, where for every $W \in S_T$, $j \in \mathbb{Z}^2$,

$$
F^T_j[W](t) = \begin{cases}
    e^{-\delta t}w_j(0) + \int_0^t e^{-\delta(t-s)} \\
    \times \left\{ D_m \left[ \sum_{p \in A} w_{j+p}(s) \right] + \frac{\mu}{(2\pi)^2} \\
    \times \sum_{l \in \mathbb{Z}^2} G_\alpha(l)b(w_{l+j}(s-r)) \right\} ds, & j \in \mathbb{Z}^2, \: t \geq 0,
    \\
    w_j^0(t), & j \in \mathbb{Z}^2, \: t \in [-r,0].
\end{cases}
$$

Clearly, for fixed $T > 0$, $F^T_j[W](t)$ is continuous in $t \in [-r,T)$. Note that if $W \in S^T$, then we have

$$
0 \leq F^T_j[W](t) \leq e^{-\delta t}K + [8D_mK + \mu b(K)] \int_0^t e^{-\delta(t-s)} ds
$$

$$
\leq e^{-\delta t}K + \frac{1}{\delta}[8D_mK + d_mK](1 - e^{-\delta t})
$$

$$
= K,
$$

for $t \in [0,T)$ and $j \in \mathbb{Z}^2$. Therefore, $F^T_j(S_T) \subseteq S_T$.

For any $W \in S_T$ and $\lambda > 0$, define a norm as follows:

$$
||W||_\lambda := \sup_{t \in [0,T), j \in \mathbb{Z}^2} |w_j(t)| e^{-\lambda t}.
$$

For any $W, \overline{W} \in S_T$, let $\phi_j(t) = w_j(t) - \overline{w_j}(t)$ and $\Phi(t) = \{\phi_j(t)\}_{j \in \mathbb{Z}^2}$, then for $t \geq 0$ we have

$$
F^T_j[W](t) - F^T_j[\overline{W}](t) = \int_0^t e^{-\delta(t-s)} \left\{ D_m \sum_{p \in A} \phi_{j+p}(s) ds \\
+ \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l)[b(w_{l+j}(s-r)) - b(\overline{w}_{l+j}(s-r))] \right\} ds,
$$

$$
= \int_0^t e^{-\delta(t-s)} D_m \sum_{p \in A} \phi_{j+p}(s) ds
$$

$$
+ \left\{ \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) \int_0^{t-r} e^{-\delta(t-s-r)} \\
\times [b(w_{l+j}(s)) - b(\overline{w}_{l+j}(s))] ds, \quad t - r > 0,
\right. \\
\left. 0, \quad t - r \leq 0. \right\}$$
When \( t - r > 0 \), using property in \((H_3)\), we have

\[
|F^T_j[\mathcal{W}](t) - F^T_j[\mathcal{W}](t)| \leq \int_0^t e^{-\delta(t-s)} D_m \sum_{p \in A} |\phi_{j+p}(s)| \, ds \\
+ \frac{\mu b'(0)}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) \int_0^{t-r} e^{-\delta(t-s-r)} |\phi_{l+j}(s)| \, ds,
\]

which leads to

\[
|F^T_j[\mathcal{W}](t) - F^T_j[\mathcal{W}](t)| e^{-\lambda t} \leq D_m \int_0^t e^{-\lambda s} e^{-\lambda(t-s)} \sum_{p \in A} |\phi_{j+p}(s)| \, ds \\
+ \frac{\mu b'(0)}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) \int_0^{t-r} e^{-\lambda s} e^{-\lambda(t-s)} |\phi_{l+j}(s)| \, ds.
\]

Thus

\[
(4.3) \quad \|F^T_j[\mathcal{W}](t) - F^T_j[\mathcal{W}](t)\|_\lambda \\
\leq 8D_m \|\Phi\|_\lambda \int_0^t e^{-\lambda(t-s)} \, ds + \mu b'(0) \|\Phi\|_\lambda \int_0^{t-r} e^{-\lambda(t-s)} \, ds \\
= \frac{8D_m}{\lambda} \|\Phi\|_\lambda (1 - e^{-\lambda t}) + \frac{\mu b'(0)}{\lambda} \|\Phi\|_\lambda (e^{-\lambda r} - e^{-\lambda t}).
\]

Since

\[
(4.4) \quad \lim_{\lambda \to \infty} \frac{8D_m}{\lambda} (1 - e^{-\lambda t}) + \frac{\mu b'(0)}{\lambda} (e^{-\lambda r} - e^{-\lambda t}) = 0
\]

and \( S_T \) is a Banach space with norm \( \|\cdot\|_\lambda \), we have from (4.3) and (4.4) that \( F^T \) is a contracting map and hence has a unique fixed point \( \mathcal{W} \) in \( S_T \) if \( \lambda > 0 \) is sufficiently large. This shows that a unique solution of \((4.1)\) exists on \([0, T]\) for any \( T > 0 \), which guarantees the uniqueness and existence of solution \( \mathcal{W} \) to \((4.1)\) on \([0, \infty)\).

The isotropic property of the solution on \([-r, \infty)\) starting from an isotropic initial data \( \mathcal{W}_0^\circ \) on \([-r, 0]\) can be verified by noting that the subspace \( S^f_T \) of \( S_T \), consisting all elements which are isotropic on \([-r, \infty)\), is closed and \( F^T(S^f_T) \subset S^f_T \). \qed
5 Asymptotic speed of wave propagation

Let

\[ L_c(\lambda) = \frac{1}{\delta + \lambda c} \left\{ 2D_m E(\lambda, \nu) + \mu b'(0) e^{2\alpha \left[ B(\lambda, \nu) - 4 \right] - \lambda c r} \right\}. \]

Then, we can rewrite \( \Delta(\lambda, c, 0) = 0 \) as

\begin{equation}
L_c(\lambda) = 1,
\end{equation}

and the minimum speed defined in Lemma 3.1 can also be written as

\begin{equation}
c_* := \inf \left\{ c > 0 \mid L_c(\lambda) = 1 \text{ for some } \lambda \in \mathbb{R}_+ \right\}.
\end{equation}

In the following, we will show that \( c_* \) is the asymptotic speed of wave propagation in the sense that the solution of (4.1) satisfies

\begin{equation}
\lim_{t \to -\infty} \sup \left\{ w_j(t) \mid |j|_\nu \geq ct \right\} = 0 \quad \text{for } c \in (c_*, \infty),
\end{equation}

\begin{equation}
\lim_{t \to -\infty} \inf \min \left\{ w_j(t) \mid |j|_\nu \leq ct \right\} \geq w^+ \quad \text{for } c \in (0, c_*),
\end{equation}

if the initial function \( W^o \) satisfies some biologically realistic conditions to be specified in the following theorems.

**Theorem 5.1.** Assume that \( W^o = \{ w_j^o \}_{j \in \mathbb{Z}^2} \), with \( w_j^o \in C^1_{K}[-r, 0] \) for \( j \in \mathbb{Z}^2 \), is isotropic on \([-r, 0]\), and there exists an integer \( N_1 \in \mathbb{N} \) such that \( \text{supp} W^o(t, \cdot) \subseteq B_{N_1} \), for \( t \in [-r, 0]\). Then for any \( c > c_* \), we have

\[ \lim_{t \to -\infty} \sup \left\{ w_j(t) \mid |j|_\nu \geq ct \right\} = 0. \]

**Proof.** Define a sequence of maps by

\[ W^{(n)}(t) = F^{\infty}[W^{(n-1)}](t) \quad \text{for } n \in \mathbb{N}, \ t \geq -r; \]

\[ W^{(o)}(t) = \{ w_j^{(o)}(t) \}_{j \in \mathbb{Z}^2}, \]

\[ w_j^{(o)}(t) = \begin{cases} w_j^o(t), & t \in [-r, 0], \\ w_j^o(0), & t \in (0, \infty). \end{cases} \]

Then \( W^{(o)} \) is isotropic and \( \text{supp} W^{(o)}(t, \cdot) \subseteq B_{N_1} \) for \( t \geq -r \). By an argument similar to that for Theorem 4.1, we obtain the convergence of \( \{ W^{(n)} \} \) on \([0, \infty)\). Let

\[ W(t) = \lim_{n \to \infty} W^{(n)}(t), \quad t \in [0, \infty). \]
Then $W$ is a solution of (4.1) with the isotropic property due to Lebesgue's theorem of dominated convergence.

Using the assumption on $W^{(o)}$, we can find $M > 0$ and $N \in \mathbb{N}$ such that

$$w^{(o)}_j(t)e^{{\lambda}(j \cdot \nu)} \leq Me^{{\lambda}N} \text{ for } t \geq -r, \; j \in \mathbb{Z}^2.$$  

(5.5)

For any $c_1 > c_*$, let $c_2 \in (c_*, c_1)$, for $t \geq 0$, we have from (5.5) and (H3) that

$$w^{(1)}_j(t)e^{{\lambda}(j \cdot \nu-c_2t)} = e^{-(\delta + \lambda c_2)t}w^{(o)}_j(0)e^{{\lambda}(j \cdot \nu)} + \int_0^t e^{\delta s} D_m$$

$$\times \sum_{p \in \mathcal{A}} w^{(o)}_{j+p}(s)e^{{\lambda}((j+p) \cdot \nu)} e^{-\lambda(p \cdot \nu)} ds + \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\lambda(l)$$

$$\times \int_0^t e^{\delta s} b(w^{(o)}_{l+j}(s-r)) e^{{\lambda}((j+l) \cdot \nu)} e^{-\lambda(l \cdot \nu)} ds \right\}$$

$$\leq e^{-(\delta + \lambda c_2)t}Me^{{\lambda}N} \left\{ 1 + (2D_mE(\lambda, \nu)$$

$$+ \mu b'(0)e^{2\alpha[E(\lambda, \nu)-4]} \int_0^t e^{(\delta + \lambda c_2)s} ds \right\}$$

$$\leq e^{-(\delta + \lambda c_2)t}Me^{{\lambda}(N+c_2r)} \left\{ 1 + (2D_mE(\lambda, \nu)$$

$$+ \mu b'(0)e^{2\alpha[E(\lambda, \nu)-4]-\lambda c_2r} \int_0^t e^{(\delta + \lambda c_2)s} ds \right\}$$

$$\leq Me^{{\lambda}(N+c_2r)}[1 + L_{c_2}(\lambda)].$$

By induction we obtain

$$w^{(n)}_j(t)e^{{\lambda}(j \cdot \nu-c_2t)} \leq Me^{{\lambda}(N+c_2r)}[1 + L_{c_2}(\lambda) + \cdots + (L_{c_2}(\lambda))^n].$$  

(5.7)

Since $c_2 > c_*$, we can choose $\lambda > 0$ such that $L_{c_2}(\lambda) < 1$. For this choice of $\lambda$, the right hand side of (5.7) is bounded from above uniformly for $n$. By taking the limit from (5.7) we obtain that for $j \in Z$,

$$w_j(t) \leq \frac{Me^{{\lambda}(N+c_2r)}}{1 - L_{c_2}(\lambda)} e^{\lambda[c_2t-(j \cdot \nu)]},$$

$$1 - L_{c_2}(\lambda),$$

Since $c_2 > c_*$, we can choose $\lambda > 0$ such that $L_{c_2}(\lambda) < 1$. For this choice of $\lambda$, the right hand side of (5.7) is bounded from above uniformly for $n$. By taking the limit from (5.7) we obtain that for $j \in Z$,
for $t \geq 0$. Thus by using the isotropic property of $W$, we obtain
\[
\omega_j(t) \leq \frac{Me^{\lambda(N+c_2r)}}{1-L_{c_2}(\lambda)} e^{\lambda(c_2-|j|_\nu)}.
\]
Therefore, we have
\[
\sup \{\omega_j(t) \mid |j|_\nu \geq c_1t\} \leq \frac{Me^{\lambda(N+c_2r)}}{1-L_{c_2}(\lambda)} e^{\lambda(c_2-c_1)t} \to 0 \text{ as } t \to \infty
\]
which leads to
\[
\lim_{t \to \infty} \sup \{\omega_j(t) \mid |j|_\nu \geq c_1t\} = 0, \quad c_1 > c_*.
\]
Therefore we complete the proof. \hfill \Box

In order to obtain (5.4), we follow the approaches used by Aronson [2], Aronson and Weinberger [1, 3], Diekmann [5, 6], Lui [11, 12], Radcliffe [14], Thieme [17] and Weinberger [20], to develop a comparison principle and to construct a suitable sub-solution of (4.2).

For any $T > 0$, we define a map on
\[
M_\infty = \{\Phi = \{\phi_j\}_{j \in \mathbb{Z}^2} \mid \phi_j = \phi_{j_1,j_2} \in C_+^k[-r, \infty)\}
\]
by
\[
E^T = \{E^T_j\}_{j \in \mathbb{Z}^2},
\]
where for $\Phi \in M_\infty, t \geq T, j \in \mathbb{Z}^2$,
\[
E^T_j[\Phi](t) = \int_0^T e^{-\delta s} \left\{ \sum_{p \in A} D_m \phi_{j+p}(t-s) + \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} \sum_{\alpha} G_\alpha(l)b(\phi_{l+j}(t-s-r)) \right\} d.s.
\]

Lemma 5.1. Suppose that
\[
(5.8) \quad E^T[\Phi](t) \succ \Phi(t) \quad \text{for } t \geq T,
\]
where $\Phi \in M_\infty$ satisfies
\(\text{(i) for any } t' > 0, \text{ there exists an } N = N(t') \in \mathbb{N} \text{ such that for any } t \in [0,t'], \text{ supp } \Phi(t,) \subset B_N;\)

(ii) if \( \{ (t_n, j^{(n)}_1, j^{(n)}_2) \}_{n=1}^\infty \subset \mathbb{R}_+ \times \mathbb{Z}^2, \ j^{(n)} = (j^{(n)}_1, j^{(n)}_2) \in \text{supp } \Phi(t_n, \cdot), \) and \( \lim_{n \to \infty} (t_n, j^{(n)}_1, j^{(n)}_2) = (t_0, j^{(0)}_1, j^{(0)}_2), \) then \( j^{(0)} = (j^{(0)}_1, j^{(0)}_2) \in \text{supp } \Phi(t_0, \cdot). \)

If there exists a \( \bar{t} \geq 0 \) such that the solution \( W(t) \) of (4.2) satisfies
\[
W(t) > \Phi(t) \quad \text{for } t \in [0, T],
\]
then
\[
W(t) > \Phi(t) \quad \text{for } t \in [0, \infty).
\]

Proof. Let
\[
t_0 = \sup \{ t \geq T \mid W(t) > \Phi(t) \}.
\]
If \( t_0 < \infty \), since \( W(t) \) is non-negative, there exists \( \{ (t_n, j^{(n)}_1, j^{(n)}_2) \}_{n=1}^\infty \) such that
(a) \( t_n \downarrow t_0, n \to \infty, \)
(b) \( j^{(n)} = (j^{(n)}_1, j^{(n)}_2) \in \text{supp } \Phi(t_n, \cdot), \)
(c) \( w_{j^{(n)}}(\bar{t} + t_n) \leq \phi_{j^{(n)}}(t_n). \)

Under assumption (i), \( \{ j^{(n)} \} \) must be bounded. Thus, \( \{ j^{(n)} \} \) is composed of finite groups of integer set \( (j^{(n)}_1, j^{(n)}_2) \) and hence contains a convergent sub-sequence, which is a constant set sequence \( \{ j^{(0)} \}. \) By (b) and (c), we know that \( j^{(0)} \in \text{supp } \Phi(t_0, \cdot) \) and \( w_{j^{(0)}}(\bar{t} + t_0) \leq \phi_{j^{(0)}}(t_0). \)

Noting that \( t_0 \geq T \) and \( \bar{t} \geq 0, \) we obtain from the definition of \( t_0 \) and (5.9) that
\[
w_{j^{(0)}}(\bar{t} + t_0) \geq \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} w_{j^{(0)}}(\bar{t} + t_0 - s) + \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l) b(w_{j^{(0)}}+l(\bar{t} + t_0 - s - r)) \right\} ds \geq \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} \phi_{j^{(0)}}(t_0 - s) + \frac{\mu}{(2\pi)^2} \sum_{l_1 = -\infty}^{\infty} \sum_{l_2 = -\infty}^{\infty} G_\alpha(l) b(\phi_{j^{(0)}}+l(t_0 - s - r)) \right\} ds \]
\[
= E_{j^{(0)}}^T [\Phi](t_0) > \phi_{j^{(0)}}(t_0),
\]
which is a contradiction. Therefore, \( t_0 = \infty. \) This completes the proof.
Define $K_c = K_c(h, T, N, \lambda)$ as

\begin{equation}
K_c(h, T, N, \lambda) = \int_0^T e^{-(\delta + \lambda c)s} \left\{ 2D_m E(\lambda, \nu) + \frac{\mu h}{(2\pi)^2} \sum_{|\nu| \leq N} G_\alpha(l)e^{\lambda(l \cdot \nu - cs)} \right\} ds
\end{equation}

\begin{equation}
= \frac{1 - e^{-(\delta + \lambda c)T}}{\delta + \lambda c} \left\{ 2D_m E(\lambda, \nu) + \frac{\mu h}{(2\pi)^2} \sum_{|\nu| \leq N} G_\alpha(l)e^{\lambda(l \cdot \nu - cs)} \right\},
\end{equation}

then we have the following.

**Lemma 5.2.** For any $c \in (0, c_*)$, there exist $h \in (0, b'(0))$, $T > 0$ and $N \in \mathbb{N}$, such that

\begin{equation}
K_c(h, T, N, \lambda) > 1 \quad \text{for } \lambda \in \mathbb{R}.
\end{equation}

**Proof.** By the definition of $K_c(h, T, N, \lambda)$, we have

\[ K_c(h, T, N, -\lambda) \geq K_c(h, T, N, \lambda) \quad \text{for } \lambda \geq 0. \]

Therefore, we only need to show that

\[ K_c(h, T, N, \lambda) > 1 \quad \text{for } \lambda \geq 0. \]

We claim that there exist $N_0 > 0$, $\lambda_0 > 0$, $h_0 \in (0, b'(0))$ and $T_0 > 0$ such that

\[ K_c(h, T, N, \lambda) > 1 \quad \text{for } \lambda \geq \lambda_0, \; N \geq N_0, \; h \geq h_0 \; \text{and} \; T \geq T_0. \]

In fact, since

\[ S(\alpha) = \frac{1}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_\alpha(l)e^{\lambda(l \cdot \nu)} = e^{2\alpha[E(\lambda, \nu)-d]} \geq 1, \]

which holds uniformly for $\lambda \in \mathbb{R}$, we can choose $N_0 > 0$ and $h_0 \in (0, b'(0))$ ($h_0$ can be chosen arbitrarily), such that for $N \geq N_0$ and $h \geq h_0$, we have

\[ \frac{\mu h}{(2\pi)^2} \sum_{|\nu| \leq N} G_\alpha(l)e^{\lambda(l \cdot \nu)} > 0. \]
Since

$$\lim_{\lambda \to \infty} \frac{e^{\lambda(|\nu_1|+|\nu_2|)}}{\lambda c_* + \delta} = \infty,$$

we can choose $T_0 > 0$ and $\lambda_0 > 0$ such that for $T \geq T_0$ and $\lambda \geq \lambda_0$, we have

$$\frac{D_m}{\lambda c_* + \delta} (1 - e^{-\delta T}) e^{\lambda(|\nu_1|+|\nu_2|)} \geq \frac{D_m}{\lambda c_* + \delta} (1 - e^{-\delta T_0}) e^{\lambda(|\nu_1|+|\nu_2|)} \geq 1.$$

Then for $N \geq N_0, T \geq T_0, h \geq h_0$ and $\lambda \geq \lambda_0$, we have

$$K_c(h, T, N, \lambda) > \frac{2D_m}{\lambda c_* + \delta} (1 - e^{-\delta T_0}) e^{\lambda(|\nu_1|+|\nu_2|)} \geq 1.$$

If (5.11) is not true, then there exist $\{h_n\}, \{T_n\}, \{\lambda_n\}, \{N_n\}$ satisfying $h_n \uparrow b'(0), T_n \uparrow \infty, N_n \uparrow \infty, \{\lambda_n\} \subset [0, \lambda_0]$ and

$$K_c(h_n, T_n, N_n, \lambda) \leq 1, \quad n = 1, 2, \ldots.$$

Since $\{\lambda_n\}$ is bounded, we can choose a sub-sequence $\{\lambda_{n_k}\}$ which has a finite limit, say $\bar{\lambda}$. By Fatou's Lemma, we have

$$1 < L_c(\bar{\lambda}) \leq \liminf_{k \to \infty} K_c(h_{n_k}, T_{n_k}, N_{n_k}, \lambda_{n_k}) \leq 1,$$

which is impossible. This completes the proof. \qed

Define a function with two parameters $\omega, \beta$ as

$$(5.11) \quad q(y; \omega, \zeta) = \begin{cases} e^{-\omega y} \sin(\zeta y) & \text{for } y \in [0, \frac{\pi}{\zeta}], \\ 0 & \text{for } y \in \mathbb{R} \setminus [0, \frac{\pi}{\zeta}]. \end{cases}$$

We have the following lemma:

**Lemma 5.3.** Let $c \in (0, c_*)$. There exist a $\zeta_0 > 0$, a continuous function $\bar{\omega} = \tilde{\omega}(\zeta)$ defined on $[0, \zeta_0]$, and a positive number $\delta_1 \in (0, 1)$ such that

$$(5.12) \quad \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} q(m + cs + p \cdot \nu) \\
+ \frac{\mu h}{(2\pi)^2} \sum_{|l|_{\nu} \leq N} G_\alpha(l) q(m + l \cdot \nu + cs + cr) \right\} ds \geq q(m - \delta_1)$$

for $m \in \mathbb{R}$, where $q(y) = q(y; \bar{\omega}(\zeta), \zeta)$. 

Proof. Define

\[ L(\lambda) = \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} e^{-\lambda (cs + p \cdot \nu)} + \frac{\mu h}{(2\pi)^2} \sum_{|l| \leq N} G_{\alpha}(l) e^{-\lambda (l \cdot \nu + cs + cr)} \right\} ds, \]

where \( T, \ h, \ \text{and} \ N \) are defined in Lemma 5.23. We mention here that one can choose \( N \) sufficiently large so that

\[ (5.13) \quad -N + c_*(T + r) < 0. \]

Using Lemma 5.3 we have

\[ (5.14) \quad L(\lambda) = K_c(h, T, N, \lambda) > 1 \quad \text{for all} \ \lambda \in \mathbb{R}. \]

Let \( \lambda = \omega + i\zeta \), we have \( L(\lambda)|_{\lambda=\omega+i\zeta} = \text{Re}[L(\lambda)] + i \text{Im}[L(\lambda)] \), where

\[ \text{Re}[L(\lambda)] = D_m \int_0^T e^{-\delta s} \left\{ \sum_{p \in A} e^{-\omega(cs + p \cdot \nu)} \cos(\zeta (cs + p \cdot \nu)) \right\} ds + \frac{\mu h}{(2\pi)^2} \]

\[ \times \sum_{|l| \leq N} G_{\alpha}(l) \int_0^T e^{-\delta s} e^{-\omega(l \cdot \nu + cs + cr)} \cos(\zeta(l \cdot \nu + cs + cr)) ds, \]

\[ \text{Im}[L(\lambda)] = -D_m \int_0^T e^{-\delta s} \left\{ \sum_{p \in A} e^{-\omega(cs + p \cdot \nu)} \sin(\zeta (cs + p \cdot \nu)) \right\} ds - \frac{\mu h}{2\pi} \]

\[ \times \sum_{|l| \leq N} G_{\alpha}(l) \int_0^T e^{-\delta s} e^{-\omega(l \cdot \nu + cs + cr)} \sin(\zeta(l \cdot \nu + cs + cr)) ds. \]

Since \( L'(\lambda) > 0 \) and \( \lim_{|\lambda| \to \infty} L(\lambda) = \infty \), we conclude that \( L(\lambda) \) can achieve its minimum, say at \( \lambda = \theta \). Then we obtain

\[ L'(\theta) = -D_m \int_0^T e^{-\delta s} \left[ \sum_{p \in A} (cs + p \cdot \nu) e^{-\theta(cs + p \cdot \nu)} \right] ds - \frac{\mu h}{(2\pi)^2} \]

\[ \times \sum_{|l| \leq N} G_{\alpha}(l) \int_0^T e^{-\delta s} (l \cdot \nu + cs + cr) e^{-\theta(l \cdot \nu + cs + cr)} ds = 0. \]
We now define a function $H = H(\omega, \zeta)$ by

$$
\begin{align*}
H(\omega, \zeta) &= \frac{1}{\zeta} \text{Im} [L(\lambda)], \quad \text{for } \zeta \neq 0, \\
H(\omega, 0) &= \lim_{\zeta \to 0} H(\omega, \zeta) = L'(\omega).
\end{align*}
$$

Then $H(\theta, 0) = 0$ and $\frac{\partial H}{\partial \omega}(\theta, 0) = L''(\theta) > 0$. The implicit function theorem implies that there exist $\zeta_1 > 0$ and a continuous function $\tilde{\omega} = \tilde{\omega}(\zeta)$ defined on $[0, \zeta_1]$ with $\tilde{\omega}(0) = \theta$ such that $H(\tilde{\omega}(\zeta), \zeta) = 0$ for $\zeta \in [0, \zeta_1]$. Hence, we have

$$\text{(5.15)} \quad \text{Im} [L(\lambda)] \bigg|_{\lambda = \tilde{\omega}(\zeta) + i\zeta} = 0 \quad \text{for } \zeta \in [0, \zeta_1].$$

By (5.15), we have $\text{Re} [L(\omega + i\zeta)] \big|_{\omega = \theta, \zeta = 0} = L(\theta) > 1$. Thus there exists $\zeta_2 > 0$ such that

$$\text{(5.16)} \quad \text{Re} [L(\tilde{\omega}(\zeta) + i\zeta)] > 1 \quad \text{for } \zeta \in [0, \zeta_2].$$

Let $0 < \zeta \leq \zeta_0 := \min\{\zeta_1, \zeta_2, \pi/(2N + c_*(T + r))\}$. For $m \in [0, \pi/\zeta]$ and $s \in [0, T]$, we have

$$-\frac{\pi}{\zeta} < -2N \leq m + p \cdot \nu + cs \leq 2N + c_* T \leq \frac{2\pi}{\zeta} \quad \text{for } p \in \mathcal{A},$$

and

$$-\frac{\pi}{\zeta} < -2N \leq m + l \cdot \nu + cs + cr \leq 2N + c_* T \leq \frac{2\pi}{\zeta} \quad \text{for } |l|_{\nu} \leq N.$$

If $m \in [0, \pi/\zeta]$, let $U = (-\pi/\zeta, 0) \cup \{\pi/\zeta, 2\pi/\zeta\}$, then we have

$$\text{(5.17)} \quad \begin{cases} 
\sin \zeta(m + p \cdot \nu + cs) < 0 \\
\quad \text{for } m + p \cdot \nu + cs \in U, \ p \in \mathcal{A}, \\
\sin \zeta(m + l \cdot \nu + cs + cr) < 0 \\
\quad \text{for } m + l \cdot \nu + cs + cr \in U, \ |l|_{\nu} \leq N.
\end{cases}$$
Therefore, by (5.17) and the definition of \( q(y) \), we obtain

\[
(5.18) \quad \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} q(m + cs + p \cdot \nu) \right. \\
+ \frac{\mu h}{(2\pi)^2} \sum_{|l| \nu \leq N} G_{\alpha}(l)q(m + l \cdot \nu + cs + cr) \bigg\} ds \\
\geq D_m \int_0^T e^{-\delta s} \\
\times \left\{ \sum_{p \in A} e^{-\bar{\omega}(\zeta)(m + cs + p \cdot \nu)} \sin(\zeta(m + cs + p \cdot \nu)) ds \right\} \\
+ \frac{\mu h}{(2\pi)^2} \int_0^T e^{-\delta s} \sum_{|l| \nu \leq N} G_{\alpha}(l)e^{-\bar{\omega}(\zeta)(m + l \cdot \nu + cs + cr)} \\
\times \sin(\zeta(m + l \cdot \nu + cs + cr))ds.
\]

Using a trigonometric identity and (5.16), (5.17) and (5.18) we obtain

\[
(5.19) \quad \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} q(m + cs + p \cdot \nu) \\
+ \frac{\mu h}{(2\pi)^2} \sum_{|l| \nu \leq N} G_{\alpha}(l)q(m + l \cdot \nu + cs + cr) \right\} ds \\
= e^{-\bar{\omega}(\zeta)m} \left\{ \sin(\zeta m) \Re [L(\lambda)] \\
+ \cos(\zeta m) \Im [L(\lambda)] \right\}_{\lambda = \bar{\omega}(\zeta) + i\zeta} \\
\geq e^{-\bar{\omega}(\zeta)m} \sin(\zeta m) \\
= q(m).
\]

We should emphasize that (5.19) is a strict inequality for \( m \in (0, \pi/\zeta) \). On the other hand, if \( m = 0 \) or \( m = \pi/\zeta \), (5.19) is also a strict inequality by using (5.18) and (5.19). In fact, if \( m = \pi/\zeta \) and \( l_1 \nu_1 + l_2 \nu_2 > 0 \), we have

\[
m + l_1 \nu_1 + l_2 \nu_2 + c(s + r) > \frac{\pi}{\zeta}.
\]

Similarly, if \( m = 0 \) and \( l \cdot \nu = -N \), we have from (5.14) that

\[
m + l \cdot \nu + c(s + r) < -N + c_*(T + r) < 0.
\]
However, for both cases, we have from (5.18) and the definition of \( q \) that

\[
q(m + l \cdot \nu + cs + sr) = 0 \quad \text{and} \quad \sin(\zeta(m + l \cdot \nu + cs + sr)) < 0,
\]

and thus (5.19) is a strict inequality. Therefore, for \( m \in [0, \pi/\zeta] \), we have

\[
(5.20) \quad \int_0^T e^{-\delta s} \left\{ D_m \sum_{p \in A} q(m + cs + p \cdot \nu) + \frac{\mu h}{(2\pi)^2} \sum_{|l| \leq N} G_\alpha(l) q(m + l \cdot \nu + cs + cr) \right\} \, ds > q(m).
\]

Then (5.13) follows for \( m \in [0, \pi/\zeta] \) from the continuity consideration.

If \( m \not\in [0, \pi/\zeta] \), then \( q(m) = 0 \). Noting that \( q(y) \geq 0 \) for \( y \in \mathbb{R} \), we distinguish four cases:

1° \( m \geq \frac{\pi}{\zeta} + (|\nu_1| + |\nu_2|) \). Then we have \( m + cs + l \cdot \nu \geq \pi/\zeta \) for \( l \in A, s \in [0, T] \), which leads to \( q(m + cs + l \cdot \nu) \equiv 0 \). Therefore, we can choose \( \delta_1 \in (0, 1) \) such that (5.13) holds.

2° \( \pi/\zeta < m < \pi/\zeta + (|\nu_1| + |\nu_2|) \). In this case, there exists a \( s' \in (0, T) \) small enough such that \( m + cs' - (|\nu_1| + |\nu_2|) \in (0, \pi/\zeta) \) because of \( m - (|\nu_1| + |\nu_2|) < \pi/\zeta \). So \( \int_0^T q(m + cs - (|\nu_1| + |\nu_2|)) \, ds > 0 \) for the continuity of \( q(y) \), thus (5.21) holds which leads to (5.13).

3° \(-cT + (|\nu_1| + |\nu_2|) < m < 0 \). Since \( m + cT + (|\nu_1| + |\nu_2|) > 0 \), there exists a \( s'' \in (0, T) \) such that \( m + cs'' + (|\nu_1| + |\nu_2|) \in (0, \pi/\zeta) \). Similar to 2°, (5.13) still holds since one has \( \int_0^T q(m + cs + (|\nu_1| + |\nu_2|)) \, ds > 0 \).

4° \( m \leq -cT + (|\nu_1| + |\nu_2|) \). Similar to 1°, we have \( q(m + cs + l \cdot \nu) \equiv 0 \) since \( m + cs + l \cdot \nu \leq 0 \) for \( l \in A, s \in [0, T] \), so we can choose \( \delta_1 > 0 \) such that (5.13) holds.

Summarizing the above arguments, we conclude that inequality (5.13) holds for \( m \in \mathbb{R} \). This completes the proof. \( \square \)

Now we consider the following family of functions

\[
R(y; \omega, \zeta, \gamma) := \max_{\eta \geq -\gamma} q(y + \eta; \omega, \zeta)
\]

\[
= \begin{cases} 
M & \text{for } y \leq \gamma + \rho, \\
q(y - \gamma; \omega, \zeta) & \text{for } \gamma + \rho \leq y \leq \gamma + \frac{\pi}{\zeta}, \\
0 & \text{for } y \geq \gamma + \frac{\pi}{\zeta},
\end{cases}
\]

(5.21)
where

\begin{equation}
M = M(\omega, \zeta) := \max \left\{ q(y; \omega, \zeta) \middle| 0 \leq y \leq \frac{\pi}{\zeta} \right\},
\end{equation}

and \( \rho = \rho(\omega, \zeta) \) is the point where the above maximum \( M \) is achieved. The following lemma gives a sub-solution of (4.2).

**Lemma 5.4.** Let \( c \in (0, c_*) \), be given, then there exist \( T > 0, \, \zeta > 0, \, \omega \in \mathbb{R}, \, D > 0 \) and \( \sigma_0 > 0 \) such that for any \( \sigma \in (0, \sigma_0) \) and for any \( t \geq T \)

\begin{equation}
E^T[\sigma \Phi](t) \geq \sigma \Phi(t) \quad \text{for } t \geq T,
\end{equation}

where \( \Phi(t) = \{ \phi_j(t) \}_{j \in \mathbb{Z}^2}, \phi_j(t) = R(|j| \nu \mid \omega, \zeta, D + ct) \).

**Proof.** Let \( h \in (0, b'(0)) \), \( T > 0, \, N > 0 \) be chosen such that

\[ K_c(h, T, N, \lambda) > 1 \quad \text{for all } \lambda \in \mathbb{R}. \]

According to Lemma 5.4, we can choose \( \zeta > 0, \, \omega = \omega(\zeta) \) and \( \delta_1 \in (0, 1) \) such that (5.13) holds.

Let \( \sigma_h \) be the smallest positive root of the equation \( b(w) = hw \). Then \( b(w) > hw \) for \( w \in (0, \sigma_h) \). Choose \( \sigma_0 \in (0, \sigma_h M^{-1}) \), where \( M \) is defined in (5.23). Let \( \sigma \in (0, \sigma_0) \) and \( t \geq T \), then

\begin{equation}
E^T_j[\sigma \Phi](t) = \int_0^T e^{-\sigma s} \left\{ \sigma D_m \sum_{p \in \Lambda} \phi_{j+p}(t - s) 
\right.
\end{equation}

\[ + \frac{\mu}{(2\pi)^2} \sum_{l \in \mathbb{Z}^2} G_{\alpha}(l) b(\sigma \phi_{j+l}(t - s - r)) \right\} ds
\]

\[ \geq \int_0^T e^{-\sigma s} \left\{ \sigma D_m \sum_{p \in \Lambda} \phi_{j+p}(t - s) 
\right.
\end{equation}

\[ + \frac{\mu}{(2\pi)^2} \sum_{|l| \nu \leq N} G_{\alpha}(l) b(\sigma \phi_{j+l}(t - s - r)) \right\} ds.
\]

We now distinguish two cases.
Case (i) \(|j|_\nu \leq D + \rho + c(t-T) - N\). If \(|l|_\nu \leq N, s \in [0, T]\), then
\[
|l + j|_\nu \leq D + \rho + c(t-T) \leq D + \rho + c(t-s)
\]
and consequently
\[
(5.25) \quad E_j^T [\sigma \Phi](t) \geq \left\{ 8D_m \sigma M + \frac{\mu}{(2\pi)^2} \sum_{|l|_\nu \leq N} G_\alpha(l)b(\sigma M) \right\} \times \int_0^T e^{-\delta s} \, ds
\]
\[
> \sigma MK_c(h, T, N, 0) > \sigma M.
\]

Case (ii) \(D + \rho + c(t-T) - N \leq |j|_\nu \leq \frac{\pi}{\xi} + D + ct\). If \(|l|_\nu \leq N\) and \(t \geq T\), then
\[
(5.26) \quad |l \pm j|_\nu = |l \cdot \nu \pm j \cdot \nu|
\]
\[
= ((l \cdot \nu)^2 \pm 2(l \cdot \nu)(j \cdot \nu) + (j \cdot \nu)^2)^{1/2}
\]
\[
\leq (|l|_\nu^2 \pm 2(l \cdot \nu)(j \cdot \nu) + |j|_\nu^2)^{1/2}
\]
\[
\leq |j|_\nu \pm \frac{(j \cdot \nu)(l \cdot \nu)}{|j|_\nu} + \frac{|l|_\nu^2}{2|j|_\nu}
\]
\[
\leq |j|_\nu \pm \frac{(j \cdot \nu)(l \cdot \nu)}{|j|_\nu} + \frac{N^2}{2(D + \rho - N)}
\]
\[
\leq |j|_\nu \pm \frac{(j \cdot \nu)(l \cdot \nu)}{|j|_\nu} + \delta_1,
\]
provided \(D \geq N^2/2\delta_1 - \rho + N\). Since \(\phi_j(t)\) is decreasing with respect to \(|j|_\nu\), we have from (5.25), (5.27) and the isotropic property that
\[
E_j^T [\sigma \Phi](t)
\]
\[
\geq \sigma \int_0^T e^{-\delta s} \left\{ D_m \left[ \sum_{p \in A} \max_{\eta \geq -D-c(t-s)} q(|j|_\nu + \frac{(p \cdot \nu)(j \cdot \nu)}{|j|_\nu} + \delta_1 + \eta) \right] + \frac{\mu h}{(2\pi)^2} \sum_{|l|_\nu \leq N} G_\alpha(l) \max_{\eta \geq -D-c(t-s-s-r)} q(|j|_\nu + \frac{(j \cdot \nu)(l \cdot \nu)}{|j|_\nu} + \delta_1 + \eta) \right\} \, ds
\]
\[
= \sigma \int_0^T e^{-\delta s} \left\{ D_m \left[ \sum_{p \in A} \max_{\eta \geq -D-ct} q(|j|_\nu + p \cdot \nu + cs + \delta_1 + \eta) \right] \\
+ \frac{\mu h}{(2\pi)^2} \sum_{|l|_\nu \leq N} G_\alpha(l) \max_{\eta \geq -D-ct} q(|j|_\nu + l \cdot \nu + cs + cr + \delta_1 + \eta) \right\} ds \\
> \sigma \max_{\eta \geq -D-ct} q(|j|_\nu + \eta).
\]

Combining (i) and (ii), we obtain (5.24) and complete the proof. \[\square\]

Lemma 5.5. Assume that \( W = \{w_j\}_{j \in \mathbb{Z}^2} \) is a solution of (4.1), and assume that

(i) \( W^o = \{w_j^o\}_{j \in \mathbb{Z}^2}, \) with \( w_j^o \in C^1_K[-r,0], \) is isotropic on \([-r,0];\)

(ii) there exists \( N_1 \in \mathbb{N} \) such that

\[ \text{supp} W^o(t, \cdot) \subset B_{N_1} \quad \text{for } t \in [-r,0], \quad \text{and } \quad w_j^o(0) > 0 \quad \text{for } |j|_\nu \leq N_1. \]

Then there exists \( t_0 > r \) such that

\[ w_j(t) > 0 \quad \text{for } t \in [t_0, \infty) \quad \text{and} \quad j \in \mathbb{Z}^2. \]

The conclusion of Lemma 5.6 is obtained directly from an observation from (4.1).

Lemma 5.6. Let \( \{Q_n(t, N)\} \) be defined by \( Q_1(t, N) \equiv a \in [0, w^+), \) and

\[ Q_{n+1}(t, N) = \frac{1}{\delta} \left[ 8D_m Q_n(t, N) + \frac{\mu}{(2\pi)^2} \sum_{|l|_\nu \leq N} G_\alpha(l) b(Q_n(t, N)) \right] (1-e^{-\delta t}) \]

for \( n = 1, 2, \cdots. \) Then for any \( \epsilon > 0, \) there exist \( l(\epsilon), \tilde{N}(\epsilon) \) and \( \bar{n}(\epsilon) \)

such that for any \( t \geq l(\epsilon), \) \( N \geq \tilde{N}(\epsilon) \) and \( n \geq \bar{n}(\epsilon), \)

\[ Q_n(t, N) \geq w^+ - \epsilon. \]

Proof. First, we note that

\[ \frac{8D_m w^+ + \mu b(w^+)}{\delta} = w^+, \]

(5.27)
and
\[ 0 < Q_1(t, N) < w^+, \quad 0 < \frac{1}{\delta}(1 - e^{-\delta t}) < 1, \]
\[ 0 < \frac{1}{(2\pi)^2} \sum_{|l|_w \leq N} G_\alpha(l) < 1. \]

Therefore, we have by induction that \( 0 < Q_n(t, N) \leq K \) for all \( n \in \mathbb{N}, \ t \geq 0 \) and \( N \in \mathbb{N} \).

Let \( \epsilon > 0 \) be sufficiently small such that \( \epsilon < a < \omega^+ - \epsilon \). Since
\[ 8D_m w + \mu b(w) > (8D_m + d_m)w \quad \text{for} \quad 0 < w < w^+, \]
we have
\[ \inf \left\{ \frac{8D_m w + \mu b(w)}{(8D_m + d_m)w} \left| \epsilon \leq w \leq w^+ - \epsilon \right\} > 1. \]

Choose \( \alpha(\epsilon) < 1 \) so that
\[ \alpha(\epsilon)[8D_m w + \mu b(w)] > (8D_m + d_m)w \quad \text{for} \quad \epsilon \leq w \leq w^+ - \epsilon. \]

Define a sequence as follows:
\[ M_1 \equiv a, \ M_{n+1} = \frac{\alpha(\epsilon)}{\delta} (8D_m M_n + \mu b(M_n)), \quad n \geq 2. \]

Then we have the following observations:

(i) if \( \epsilon \leq M_n \leq w^+ - \epsilon \), then \( M_{n+1} \geq M_n \);
(ii) if \( M_n > w^+ - \epsilon \), then
\[ M_{n+1} \geq \frac{\alpha(\epsilon)}{\delta} [8D_m (w^+ - \epsilon) + \mu b(w^+ - \epsilon)] \geq w^+ - \epsilon. \]

We now claim that \( M_n > w^+ - \epsilon \) for large \( n \). If not, then using (ii) we can assume that \( M_n \leq w^+ - \epsilon \) for all \( n \). Then by (i), \( \lim_{n \to \infty} M_n = \bar{M} < \omega^+ - \epsilon \) exists and we have
\[ \bar{M} = \frac{\alpha(\epsilon)}{\delta} [8D_m \bar{M} + \mu b(\bar{M})], \]

which is impossible by (5.28). Therefore, there is \( \bar{n}(\epsilon) > 0 \) such that \( M_n > w^+ - \epsilon \) for all \( n > \bar{n}(\epsilon) \).
Choose $\bar{t}(\epsilon)$ and $\bar{N}(\epsilon)$ such that

$$\frac{1}{(2\pi)^2} (1 - e^{-\delta\bar{t}(\epsilon)}) \sum_{|l|, \nu \leq \bar{N}(\epsilon)} G_\alpha(l) \geq \alpha(\epsilon).$$

Then, for any $t \geq \bar{t}(\epsilon)$ and $N \geq \bar{N}(\epsilon)$, we have $Q_1(t, N) = a \geq M_1$ and

$$Q_{n+1}(t, N) \geq \frac{1}{\delta} (1 - e^{-\delta\bar{t}(\epsilon)}) \left( 8D_m Q_n(t, N) + \mu b(Q_n(t, N)) \right)$$

$$> \frac{1}{\delta} \alpha(\epsilon) (8D_m Q_n(t, N) + \mu b(Q_n(t, N))).$$

Using the monotonicity of $b$ on $[0, K]$ and by induction, we obtain $Q_n(t, N) \geq M_n \geq w^+ - \epsilon$ for all $n > \bar{n}(\epsilon)$. This completes the proof. \qed

**Theorem 5.2.** Assume that $W^\alpha$ satisfies all conditions in Lemma 5.6. Then for any $c \in (0, c_\ast)$, we have

$$\liminf_{t \to \infty} \min \{ w_j(t) | |j|, \nu \leq ct \} \geq w^+.$$

**Proof.** Fix $c_1 \in (0, c_\ast)$ and choose $c_2 \in (c_1, c_\ast)$. According to Lemma 5.5, there exist $T > 0$, $\zeta > 0$, $\omega \in \mathbb{R}$, $D > 0$ and $\sigma_0 > 0$ such that for any $\sigma \in (0, \sigma_0)$ and any $t \geq T$,

$$E^T[\sigma \Phi](t) \gg \sigma \Phi(t),$$

where $\Phi(t) = \{ \phi_j(t) \}_{j \in \mathbb{Z}^2}, \phi_j(t) := R(|j|, \omega, \zeta, D+c_2t)$. By Lemma 5.6, we can find $t_0 > r$ so that

$$w_j(t) > 0 \quad \text{for } t \in [t_0, t_0 + T], \ j \in \mathbb{Z}^2.$$

Then we can choose $\sigma_1 \in (0, \sigma_0)$ such that

$$(5.28) \quad \sigma_1 M < w^+, \quad w_j(t_0 + t) > \sigma_1 \phi_j(t) \quad \text{for } t \in [0, T], \ j \in \mathbb{Z}^2.$$

We refer from the comparison principle (Lemma 5.2) that (5.29) holds for $t \geq 0$. Hence by (5.22) and the definition of $\phi_j(t)$, we have

$$(5.29) \quad w_j(t_0 + t) \geq \sigma_1 M \quad \text{for } t \geq 0, \ |j|, \nu \leq \rho + D + c_2t.$$
By (4.2), we obtain

\begin{equation}
(5.30) \quad w_j(t_0 + t) \geq \int_0^t e^{-\delta s} \left\{ D_m \sum_{p \in \mathcal{A}} w_{j+p}(t_0 + t - s) + \frac{\mu}{(2\pi)^2} \sum_{|l|_\nu \leq N} G_{\alpha}(l)b(w_{l+j}(t_0 + t - s - r)) \right\} ds.
\end{equation}

Let \( a = \sigma_1 M = Q_1(t, N) \) and let \( Q_n(t, N) \) be defined in Lemma 5.7. Then by induction and using (5.30)–(5.31), we have

\[ w_j(t_0 + t) \geq Q_n(t, N) \quad \text{for} \quad t \geq 0, \quad |j|_\nu \leq \rho + D + c_2 t - 2nN. \]

Therefore, for any \( \epsilon > 0 \) small enough, we can find \( \bar{t}(\epsilon), \bar{N}(\epsilon) \) and \( \bar{n}(\epsilon) \) such that

\begin{equation}
(5.31) \quad w_j(t) \geq w^+ - \epsilon \quad \text{for} \quad t \geq t_0 + \bar{t}(\epsilon), \quad |j|_\nu \leq \rho + D + c_2(t - t_0) - 2\bar{n}(\epsilon)\bar{N}(\epsilon).
\end{equation}

Define

\[ t_1 = \max \left\{ t_0 + \bar{t}(\epsilon), \frac{2\bar{n}(\epsilon)\bar{N}(\epsilon) + c_2 t_0 - \rho - D}{c_2 - c_1} \right\}. \]

Since \( c_2 > c_1 \), we have from (5.32) that

\[ w_j(t) \geq w^+ - \epsilon \quad \text{for} \quad t \geq t_1, \quad |j|_\nu \leq c_1 t. \]

This completes the proof. \( \square \)
REFERENCES


Department of Mathematics, South China Normal University, Guangzhou 510631, P.R.China

Laboratory for Industrial and Applied Mathematics, Department of Mathematics and Statistics, York University, Toronto, Ontario, Canada M3J 1P3

Laboratory for Industrial and Applied Mathematics, Department of Mathematics and Statistics, York University, Toronto, Ontario, Canada M3J 1P3

Department of Mathematics, South China Normal University, Guangzhou 510631, P.R.China