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Arfic{e history: The purpose of the paper is to use numerical analysis and optimization tools to suggest
Received 11 March 2013 improved therapies to try and cure HIV infection. A HIV model of an ordinary differential
Received in revised form 8 November 2013 equation, which includes immune response, neutralizing antibodies and multi-drug effects,
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1. Introduction

Mathematical models are often used to study disease spread and have become essential tools to make assumptions,
suggest new experiments or help one explaining easily complex processes. Many important papers investigate dynamic
models of host-drug-virus interactions [1,2]. Most of the models are deterministic prey-predator systems of nonlinear
differential equations. Sometimes stochastic terms are included to address the random behavior of features of the disease
process. Typically, dynamic changes are modeled considering cell numbers progression of CD41T cells, infected cells and
virus population under drugs effects [2-7]. At the same time, optimal control has received much attention. The main idea
is to use optimization techniques and theories to propose an alternative treatment based on administrating continually
adjustable antiviral drug doses once a proper model is obtained. We refer to [4-7] for studies of the HIV model based on
optimal control that maximizes/minimizes a prescribed objective function.

In 2011, an optimal control problem including immune response and multi-drug effects for HIV multitherapy enhance-
ment
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L= w1 —u)k VT — sl — kal, (3)
=1 =) =u)kVT + kol — ;I — kslE, (4)
V =a(1—uy)l —kVT — puyV, (5)
E = KyITE — ugE + 55, (6)

T(to), L(to), I(to), V(to), E(fp) > 0, 0 =<1uy, up <1

was studied by Orellana [5]. For a fixed time, a two drugs treatment strategy was obtained based on Pontryagin’s Minimum
Principle. Basically, the method studied can be considered as an optimal control one where drug doses are regarded as con-
trol inputs. The quadratic objective function considered takes into account three contributions: the viral load, the transient
evolution of infection and the quantities of drug used. Simulations were carried out using an indirect optimization method.
At each step the differential system was solved using the Runge-Kutta five order scheme. Results highlighted that a progres-
sive reduction of Reverse Transcriptase Inhibitor (RTI) drug dose on the one hand along with on the other hand a progressive
increase of Protease Inhibitor (PI) one was needed for optimality.

Orellana [5] takes the Cytotoxic T Lymphocytes (CTL) into account, however, ignores the neutralizing antibodies. The
antibodies can combine with the virus such that the virus cannot get into target cells, yet HIV-1 can mutate very quickly, so
the antibodies’ periods of validity is short. The antibodies can protect a host against the infection by HIV-1. The antibodies
can be induced several weeks after infection [8,9]. The facts imply that the neutralizing antibodies may be important in
the early stage of the infection. Because the concentration of antibodies is secreted by effector B cells, we add a term B(t),
which represents the concentration of effector B cells, to the control system. Because the differentiation and proliferation
of B-cells to effector B-cells need the help of CD4*T-cells, we assume the generation rate is ksVT, where ks is a positive
constant. Since HIV-1 mutates very fast, the average term of validity of effector B-cells is shorter than normal, therefore we
multiply the death rate, wg, by a positive constant 8, which is bigger than 1. And so, the term B(t) should satisfy the following
equation.

B = ksVT — BusB. (7)

Owing to the assumption that the antibodies’ concentration is proportional to effector B cells’ concentration, the
neutralizing rate should be expressed by gBV and the Eq. (5) should be modified to the following equation.

V =a(1 —uy)l — kyVI — uyV — gBV. (8)

Further more, due to the fact that latently infected cells could be aroused while the actively infected cells’ concentration
is quite low [10], we advise the arousing rate is not proportional to I(t), but to its own concentration. As a result, Egs. (3)
and (4) should be modified to the following two equations respectively.

i = a)(] - Ll])k]VT - [LTL - kzL, (9)
== w1 —u)k VT + koL — pujI — kslE. (10)

In this paper, a new HIV treatment system is established as the following system (11).

. TH+L+1
T=r1T (1—%) —MTT—(I—U])’(1VT+S],

-
L= w1 —u)kVT — sl — koL,

=1 =w)(1—=u)k VT + koL — I — kslE,

V =a(1 — uy)l — k;VT — uyV — BV, (11)
E = kaITE — usE + 55,

B = ksVT — BuszB,

T(to), L(to), I(to), V(to), E(to), B(tp) > O,

0 <uy < by, 0 <uy < by, 0<by,b <1

where T, L, I, V, E, B denote the concentration of uninfected CD4™ T cells, latently infected T cells, actively infected cells,
infectious viruses, cytotoxic lymphocytes effector and B cells respectively. Drugs efficiency is represented by the controls u4
and u, which accounts respectively for reverse transcriptase and protease inhibitors actions.

It is worth pointing out that our model could be valid in a well mixed sample of blood, but by no means in all the
body.
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Table 1

Definitions and values of the parameters used in the HIV model.
Parameter  Constants Values with unit
r Rate growth of uninfected CD4*T 0.03d7!
W Death rate of uninfected CD4*T 0.02d7!
i Death rate of infected CD4*T 0.26d7!
Wy Death rate of virus 2.4d7!
g Death rate of CTL 0.1d7!
g Death rate of antibodies 0.0025d!
q Rate virus deleted by CTL 2.3e—2mm3d~’
kq Rate CD4* T becomes infected by virus 2.4e—5mm>d~"
ky Rate latently infected convert to actively infected ~ 3e—3 mm? d~'
k3 Rate actively infected cells deleted by CTL 2e—3mm?d~!
k4 Rate growth of CTL le—5mm?3 d~!
ks Rate growth of antibody 1.8e—4mm3d~"
. Maximum CD4* T population 1500 mm?
a Number of virus produced by cell lysis 312d7!
5 Source term for uninfected CD4* T 10 mm?® d~!
sy Source term for CTL 5mm?d-!
w Fraction of latently/infected CD4*T 0.5
B Multiple of death rate of antibodies 10

Using the method in [11] combined with the least square estimation, we fit the parameters q, ks, 8, s keeping the rest
of parameters in [5] unchanged, the fitting data comes from the literature [ 12]. We employ the data of patient 7 and patient 9
in [12] to estimate the parameters and get the range of the parameters q : 0.0039 — 0.0234, ks : 0.0018 —0.000182, Bup =
0.2204 — 0.0256.

Thus, definitions of the parameters used in this model is given in Table 1 (see also [5] with references).

Unlike [5], our objective functional is defined as

i
Jun, u) = / [T — (il + ). (12)
to

The first term represents the benefit of T cells and other terms are systemic costs of drug treatments. The positive constants
o1 and «; balance the size of the terms, and u%, u% reflect the severity of the side effects of the drugs. Our goal is maximizing
the benefit based on the T cells and minimizing the systemic cost to the body (see also [6,7]). We seek an optimal control
pair, uj, u; such that

J(y, u3) = max J(uq, ua).
0=<uq=bq,0=<uy<b,

In Section 2, we investigate the existence of an optimal control pair. In Section 3, we derive the optimal control pair using
Pontryagin’s Maximum Principle [13-16]. In the same section we also derive the optimality system which characterizes
the optimal control pair. The uniqueness of the optimality system is proved in Section 4, and some numerical results are
illustrated in Section 5. In Section 6, we conclude by discussing the results of the numerical simulations based on different
weight coefficients of controls.

2. Existence of an optimal control pair

There are certain parameter restrictions that are imposed to ensure that the model (11) is realistic (see also [1,6]):

r>pur, Wi > U, &= purTm —s1 > 0. (13)

Theorem 2.1. Consider control problem (11). Under assumption (13), there exists an optimal control pair (u7, u3) that maximizes
the objective functional J (uq, uy).

Proof. To use an existence result, Theorem I11.4.1 from [16], we must check the following properties:

1. The set of controls and corresponding state variables is nonempty.

2. The control U set is convex and closed.

3. The right hand side of the state system is bounded by a linear function in the state and control variables.

4. The integrand of the objective functional is concave on U.

5. There exist constants ¢, c; > 0 and b > 1 such that the integrand of the objective functional is bounded above by

2 2,0
2 — cr(Jug]” + |uz|) 2.
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First, an existence result in Lukes [17, Theorem 9.2.1] for the control system (11) for bounded coefficients is invoked,
which gives condition 1. The control set is closed and convex by definition. Since the control system is bilinear in uq, u,,
the right hand side of (11) satisfies condition 3, using the boundedness of the solutions obtained by the analytical method
in [1]. Note that the integrand of the objective functional is concave on the admissible control set U. Also we have the last
condition needed

2 2 2 2. b
T — (aqug + azu3) < ¢ — ci(Jug]® + uz|”) 2,

where ¢, depends on the upper bound on T, and ¢; > 0 since o1, @y > 0. We conclude there exists an optimal control pair.
This completes the proof.

3. Optimality system

Denote Hamiltonian H(T, L, I, V, E, B; uq, uy; A1, A2, A3, Ag, A5, Ag) aS
TH+L+1
T

+ X (w1 — u))k VT — purl — kL) + A3((1 — ) (1 — ug)kq VT + koL — I — k3IE)
+ Xa((1 —ux)al — kqVT — uyV — qBV) + As(K4ITE — pgE + 53) + Ag(ksVT — BugB),

H=T— (0113 + opud) + A (rT (1 — ) — urT = (1 = uy)k VT —i—sl)

where A; (i = 1, 2, ..., 6) are co-state variables. By Pontryagin’s Maximum Principle, we have the following Theorem 3.1.

Theorem 3.1. If uj,u; are optimal controls of the optimal control problem ((11)-(12)), T*,L*,I*,V* E*, B* are the
corresponding optimal paths, then there exist co-state variables A; (i = 1, 2, ..., 6) such that, besides the control system (11) is
satisfied, the following conditions are satisfied:

(i) co-state equations:

. T T+L+1
)\.]:—1-}-)\.1 /LT—F*—I—(]—U])’(]V—T 1—-——
Tm T

— }»2(0(1 — u1)k1V — )»3(1 — a))(l — U])k]V + )»4’{]‘/ — )\.5](4“5 — )‘-GkSVv

. T
Ay = Ai— + A(ur + ko) — Asky,
Ty

. T (14)
A3 = )\1? + As(g + k3E) — Aqa(1 — up) — AskyTE,
m
}.»4 = )\](1 — Ll])k]T — )\.2(()(1 — u1)k1T — )\.3(1 — w)(l — U])le + )\.4(’<]T + My + qB) — }LGI(ST,
A’.S = )\.3](31 + )\5(/LE — k4IT),
Ao = raqV + AePuLs;
(ii) optimality conditions:
H(T*,L*, I*, V*, E*, B*; u}, u3; A1, A2, A3, A4, As, Ag)
= max H(T*,L*, I, V*,E*, B*; u1, uz; A1, Az, A3, As, As, Ae),
0<u;<b;,i=1,2
which implies that
kKiV¥T* (M — how — A3(1 — w
u’{‘:min{bl,max{ ! (1 = A20 = A5( )),0”, (15)
2(!1
« . )\4(11*
u} = min {b,, max { — NI E (16)
20(2

(iii) transversality conditions:

Aty) =0, i=1,2,...,6.

The optimality system consists of the control system (11) coupled with the co-state equation (14) with the initial
conditions and transversality conditions together with the characterization of the optimal control pair (15) and (16).



330 Y. Zhou et al. / Journal of Computational and Applied Mathematics 263 (2014) 326-337

Utilizing (15) and (16), we have the following optimality system:

. T+L+1
T=1T (1 — —’_T—’_) —/,LTT—(I —U])I(]W+Sl,

-
L= w1 —u)kiVT — prl — kL,

== w1 —u)kVT + koL — puil — kslE,
V =a(1 —u)l — kVT — uyV — gBV,

E = K4ITE — jugE + 55,

B = ksVT — BuszB,

T T+L+1
fa= =140 |+ — + A —ukyV —r (1 ————
T, T

m
— )\20)(1 — U])k1V — )\3(1 — a))(] — U1)k1V + )\.4](1‘/ — )\.5k4IE — )\.6’(5‘/, (17)

. T
Ay = MT* + Aot + kz) — Asks,
m

. T
Az = }»1? + A3(py + k3E) — Agqa(1 — up) — AskyTE,
m

Ao =2 (1 —uDkiT — 2o(1 — u)k T — A3(1 — ©)(1 — upkiT + Aa(keT + py + gB) — AgksT,
As = Asksl + As(ug — kalT),

Ae = AaqV + AeButs;

T(to), L(to), I(to), V (to), E(to), B(to) > 0,

M) =0, i=1,2,....6,

where

. k]VT()\.l — )»za) — )\.3(1 — a)))
u; = min { by, max O¢¢,

,
2&]

Agal
U = min {bz, max {—24—, O}} .

(2%]

4. Uniqueness of the optimality system

Theorem 4.1. For sufficiently small t;, the solution to the optimality system (17) is unique.

optimality system (17). Let T = ex;,L = e*xy,] = e*x3,V = eMxs,E = eMxs,B = etxg; Ay = e My, 4y =
e Myy, h3 = e My3, kg = e Mya, ks = e Mys, ke = e My T = eMXy, L = €My, [ = eX3, V = eMXy, E = e*'Xs5,B =
eMXg, A1 = e MY1, hy = e MYy, s = e My3, Ay = e MYy, A5 = e Mys, Ag = e My, where A is to be chosen. Further we
let

kix1x4€* (y1 — y20 — y3(1 — ) 0

u; = min { by, max
20{]

. ax3y4
U, = min { b, max { — ,0¢ ¢
20[2

/<1?_<1?_<4€“071 — Y0 — y3(1 — w)) 0

7 = min { by, max
20!1

_ . axsy
U, = min { b, max { — BY4,O”.
20[2

From the first equation of (17), we get

X1+ X3 + X
%eﬂ — purxy — (1= upkiexixg + s1e7,
m

X1+ X +X ) ) o
%e“) — purky — (1 — U)ki€MR1Xs + 5167
m

)‘(1 +)\.X1 =TXq (1 —

);(1 +}\)_Cl = T')_{l (1 —



Y. Zhou et al. / Journal of Computational and Applied Mathematics 263 (2014) 326-337 331

By subtracting and integrating from ¢, to t; for the above two equations, we get

1 _ ir _
Z6a(t) — %)+ O~ 4 ar) / (x1 — Rt

T e w2 5 55 s
= e [(x] — X7) + (x1x2 — X1X2) + (X1X3 — X1X3)](x1 — Xq)dt

_ﬁ to
tr
-k / eI — u)xixa — (1 — U1)X1Xa](x1 — Xy)dt. (18)
to
Noted that
g = \2 ki \° o 7 ST s 5 - 2
(g —uy)dt < 20 ) € T xixa(y1 — yao — y3(1 — @) — X1X4(G1 — Y20 — y3(1 — w))]7dt
1
K k] 2 K i
< <7> e, / [(x1 —X1)* + (Xa — Xa)® + 1 — 1)* + 02 — ¥2)° + (v3 — y3)*1dt,
1 to
i a 2 i
/ (up — p)?dt < (7) / (x3y4 — X3y4)°dt,
to o X0
2y
a = \2 =2
< () Lz/ [(x3 — X3)" + (ya — J4)“1dt,
20[2 X0

i tr
/ (6 — X)) (x1 — X)dt < G / (x1 — X1)%dt,
to to

tr tr
/ (X1X2 — X1X) (%1 — X)dt = / [(x1 — X1)*X2 + X1 (X2 — X2) (X1 — X1)]dt
to to

IA

iy
Cz/ [(%1 — X1)* + (x2 — Xp)*]dt,
to
i i
f (xixs — aFs) Gy — T)dt < G / (%1 — ) + (s — %)),
to fo

and
)
/ [(1T—upxixg — (1 — U)X1x4](x1 — Xq)dt
to
i
= f [(ur — ) (X1 — X)xixa + (1 — U)[(X1 — X1)*Xa + X1 (xg — Xa) (X1 — X1)]]dC
to

iy
< C4/ [(ur — U1)* + (x1 — X1)* + (x4 — Xa)?1dt,
to

where C; depends on the bounds of x1, X1, C; does the bounds of X1, x5, C3 does the bounds of X1, x3, C4 does the bounds of
Uy, X1, X1, X4. Thus, by (18), we have

1 - 2 ¥ =2
5("1 (tr) —x1 (k)" + (A —1+ MT)/t (x1 — x7)°dt
)
< Mye* / [(1 — X1)® + (X2 — X2)® + (X3 — X3)% + (x4 — Xa)*1dt
to

tr
+ Nie / [(1 —X1)* + (Xa — X2)* + (1 —J1)° + 02 — ¥2)° + (y3 — ¥3)°1dt, (19)
to
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where M, is an appropriate upper-bound. Similarly, we can get the following inequalities for (x;(t;), X;(t;)) and (y;(to),
yi(to)) (i=2,3,4,5,6,j=1,2,3,4,5,6):

1 - 2 T = \2 e [ = \2 = \2 = \2
E(Xz(ff) X))+ A+ k +HT)/ (X2 — Xp)°dt < Maye f/ [(X1 — X))+ (X2 — X2)° + (X4 — Xg)“]dt
to

to
i
+ Nye?Hf f [(1 —X1)* + (X — Xa)* + (V1 — §1)°
to

+ (2 — ¥2)* + (v3 — y3)°1dt, (20)

1 i
5(X3(tf) —%3(t))* + O+ ) / (x3 — X3)°dt
to

i
< Msef [ [(x1 — X1)? + (X3 — X3)® + (xa — Xa)* + (x5 — X5)*]dt

to

ty
Ny / [y = 1) + (e — %) + 1 = 710 + 02 — 52)° + (3 — 7o) lde
to

tr
+ K / [(x2 — %)% + (x3 — X3)°1dt, (21)

to

1 - 2 d ) i 7 S \2 ) = \2
5(X4(ff) —X4(t))" + (A + Mv)/ (X4 — Xg)°dt < Mye"/ / [(x1 — X1)7 + (X4 — X4)" + (X6 — Xg)“]dt
to to

t
-H(z/ [(x3 — X3)* + (X4 — X2)*], (22)
to
1 f ) _ i,
E(Xs(tf) —Xs(t) + (A + ME)/ (x5 — Xs)?dt < D1e* f [(x1 — X1)% + (X3 — X3)* + (x5 — X5)°1dt, (23)
to to
1 - 2 d = \2 e [T = \2 = \2 = \2
E(Xa(ff) —Xs(tr)" + (A + ﬂMB)/ (X6 — Xg)“dt < Mse"™! / [(x1 — X)) + (X4 — X4)° + (6 — Xg)“]dE, (24)
to to

1 - 2 tf = \2 At tf = \2 = \2 = \2
S01t0) = F1(t0) + (7 +m>/ (1 — )dt < Mee f/ [ = %)% + (2 — %) + (X3 — %)
to to

+ (x4 — X)) 4+ 1 =)+ 2 = F2)* + 3 — ¥3)* + (Va — Ya)* + (V6 — Y6)*1dt

tr
+ Dye?Mf / [(x3 — X3)* + (ks — X5)> + (1 — ¥1)* + (5 — ¥5)°1dt

to

i
+Nae? f [ = R0 + (% — %) + 1 = 71)% + 02 = 72 + O3 — J)°1dt, (25)

to
1 - 2 T - 2 e [0 = \2 - \2 - 2
E(Vz(to) —J2(t0))* + (A + ko +N«T)/ (y2 —y2)7dt < Mye ff [(x1 —X)"+ 1 —J1)° + (2 —2)7]dt
to to
iy
+K3/ (2 — ¥2)* + (v3 — §3)°1dt, (26)
to
1 - 2 d - 2
50’3(%) —y3(to)” + (A + Ml)/ (y3 — y3)°dt
to
i
< Mgef / [(x1 —X1)* + (%5 — X5)> + (1 — 1)* + (v3 — ¥3)°1dt
to

i
+Dae?y / (1 — 1) + (%5 — %) + (V3 — F2)% + (5 — Js)*1dt
to

&
+Ke / (X3 — %) + (3 — 79)° + (va — Ja)?1dt, (27)
to
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IA

1 ~ [f _ [f ~ B _
2 04(t0) = TaCt0)? + O ) / (4 — Joldt < Moe™ / [ = %)% + (%6 — Ro)? + (71 — )2
to to
+ 2 = 2)% + 3 = ¥3)* + (va — Ya)* + (V6 — V) 1dt
i
+ Nse**Y / [(x1 — %)%+ (g — Xg)* + (1 — §1)?
fo

+ (2 — ¥2)* + (y3 — y3)°1dt, (28)

IA

1 - 2 ¥ - 2 i [ -2 - 2 -2
E(Vs(fo) —ys5(t))” + (A + ME)/ (Y5 —ys5)7dt < Mype™ / [(x3 —X3)" + (3 —J3)° + (y5 — y5)7]dt
to to

i
Dy / [ — %07 + (6 — %) + (5 — §5)°1dt (29)
to

1 - 2 v - 2 e [0 = \2 -2 - 2
50’6(&))—)/6(&))) +()\+/3MB)/ (Y6 — ¥e)“dt < Myqe f/ [(x4 —X4)" + (V4 — Ya)" + (V6 — ¥s)7]dt, (30)
to

to

where M; i=1,2,...,11),N;(=1,2,...,5),Dr (k= 1,2,3,4) and K; (I = 1, 2, 3, 4) depend on the coefficients and
the bounds of the state variables and co-state variables. Combining form (19)-(30) gives

i=1

9 5 f
|:(}\. —-r+4+ /,LT) — (Z M,) e)‘tf — (Dl + D3 + D4)€2Mf — (Z N,) €3Mf:| / (Xl — )?])zdt
i=1 to
t
+ [+ Kz + pr) — (My + My + Mg)e7] / (x2 — Xp)%dt
to

t
+ [ 4y — Ky — Kg) — (My 4 M3 + Mg + Myg)e* — (D; + D, + Dy)e?*] / (x3 — x3)°dt
fo

6 5 t
+ |:()L + uy —Kp) — (ZMi + Mn) et — (ZM) emf:| /f(x4 — Xq)%dt
p

i=1 to

i
+[(h + pe) — (M3 + Mg)e" — (Dy + D, + D3)€2Mf]/ (x5 — Xs)*dt
to

t;
+[(A + Bus) — (Mg + Ms + Mg)e™] / f(Xs — Xe)2dt
to

9 5 t
+ | =1+ ) - (Z Mi> e — (Dy + Dy)e™Y — (ZM) ve} f (1 — o)t
i=6 i=1 fo

5 i
+ | (A + K — K3 + ur) — (Ms + My + Mo)e™ — (Z Nf) e3“f:| / (02 — J)dt
i=1 to

10 5 t
+ | A+ — K3 —Kg) — (M6 + ZM') e — Dye?M — (Z Ni> e3“f:| / (y3 — y3)2dt
, o

i=8 i=1

i
+ (A + py — Ka) — (Mg + Mg + My1)e™ — Nye®*r] / Va — ya)dt + [(A + 1) — Myoe™”
to

& tr
— (D2 + D4)€2Mf]/ (s — ¥5)2dt + [(A + Bus) — (Mg + My + Mu)er]/ (V6 — o) dt
to fo

<0. (31)

Notice that the coefficients of all of integrals in (31) are non-negative if we choose a sufficiently large A and a sufficiently
small t;. For example, if we let A > r —ur+ Z?:l M;+D1+D3+Dsy+ Zle Niandty < 3% In ’\_;\T“T VA = Z?zl M;+D; +
D3+D4+Y >, N, then the coefficient (A —r +jur) — (3o, My)e*s — (D1 +D3+Dg)e?s — (3>, Ny)e**s > 0 for the integral
f[;f (x1 —X1)%dt. Similarly, we can get all of the other As and trs relative to the other integral terms. If we take the maximum of
all of the As obtained as A and the minimum of the t;s obtained as tf, the coefficient of each integral in (31) is non-negative.




334 Y. Zhou et al. / Journal of Computational and Applied Mathematics 263 (2014) 326-337

This implies that x; = X1, X =X, X3 = X3, X3 = X4, X5 = X5, X5 = X6, Y1 = V1, Y2 = V2, Y3 = V3, Ya = Y4, Y5 = ¥5, Y6 = V6,
and T = T,L=LI1=1,V=V,E=E,B=B,A = A1, Ay = Ay, A3 = A3, Ay = A4, A5 = A5, Ag :kG.Hencethesolution
of (17) is unique for small time. This completes the proof.

The unique optimal control pair (u}, u3) is characterized in terms of the unique solution of the optimality system. The
above optimal control pair gives an optimal treatment strategy for the HIV infected patient under the scenario of these two
types of drug treatment.

5. Numerical illustration

Analytical solution for optimal control is difficult to obtain since the system is non-linear. In this paper, the method we
used to numerically solve the optimal control problem is Gradient Projection Method. The ODE is discrete with Euler discrete
format, and the co-state equations of the recurrence equations produced by discretion is employed to calculate the gradient.
The dynamic systems response is exactly computed with adjusted control history from one iteration to the next to increase
objective function at each step. The iterations continue until convergence is achieved. The convergence criterion is the norm
of the gradient projection on feasible control field. The convergence rate of this method is slow, but it is convergent in the
problem of this paper.

Using different combinations of weight factors (o1, a») and upper-bounds (b, b,) for controls, one can generate several
treatment schedules for various time periods. Here we illustrate four cases for different combinations of the pairs (a1, ;) for
a 60-day treatment schedule. We choose a 60-day treatment period in keeping with what is in other literature on treatment
of HIV/AIDS such as [5] with references. Similarly, we take the initial conditions T(0) = 1000, L(0) = 0,1(0) = 0, V(0) =
0.1, E(0) = 50, B(0) = 0 mm 3, because we concern mainly on how to blocking infection after occupational exposure to
HIV which is possible to happen to health workers. Studies have shown that taking anti-HIV drugs immediately after the
HIV exposure could significantly lowers the chance of infection.

Fig. 1 are plotted using «; > «; (for instance, @y = 100, @y = 5), by = 1, b, = 0.7; Fig. 2 are plotted using sufficiently
small @y &~ a5 (especially «; = a; = 5) and keeping the rest of the parameters unchanged. Fig. 3 are plotted using
sufficiently large oy & o, (especially vy = o, = 100) and keeping the rest of the parameters unchanged. Fig. 4 are plotted
using o7 < «ay(for instance oy = 5, a; = 100) and keeping the rest of the parameters unchanged. The first figure in Fig. 1
represents the number of T cells during our treatment period. After the T cell population maintains in almost full scale for a
long time (about 50 days), it starts to decrease sharply but above a higher scale (greater than 998). The fourth figure in Fig. 1
represents the virus population during our treatment period. Just the opposite of the first figure, after the virus population
keeps 0-value unchanged for a long time (about 50 days), it starts to increases sharply but under a lower scale (less than 46).
The last two figures in Fig. 1 represent the controls u}, u} for drug administration schedule for the first set of parameters.
For the reverse transcriptase inhibitor medication (u1), we see a sharp decrease at the beginning and after few days it levels
off under a lower scale (less than 0.024) during main part of treatment and is tapered off finally. For the protease inhibitor
medication (u,), after the treatment maintains in maximum effort for a long period (about 52 days), it starts to decrease
sharply till no treatment. The rest figures in Fig. 1 represent the number of the latently infected cells L, actively infected
cells I, immune response E and effector cells B respectively. They have similar profile with V (see Fig. 1). We omit them in
the following discussion, because in the clinical practice we are more interested in the controls (u1, u,), the virus V and the
uninfected cells T. In the next three figures, all of profiles for T are similar with one of the Fig. 1, and all of profiles for V are
also similar with one of the Fig. 1, but there are different numbers of cells in different cases. In the Fig. 2, T > 999, V < 19,
in the Fig. 3, T > 899, V < 220, and in the Fig. 4, T > 999, V < 25. In addition, all of profiles for each control of u; and
u, are similar in the last three pictures. Each reverse transcriptase inhibitor medication (u1) is administered in full case not
less than 9 days at the beginning and after few days it levels off during main part of treatment and it is tapered off finally.
And each protease inhibitor medication (u) is administered without any treatment not less than 8 days in the beginning
and after few days it levels off during main part of treatment and it is tapered off finally. But, the doses used in different
treatments are different during main part of treatment: u; < 0.15,u, < 0.15 in the Fig. 2, u; < 0.14,u, < 0.13 in the
Fig. 3,and u; < 0.19, u, < 0.0077 in the Fig. 4.

Moreover, there are two different class of treatment strategies according to different combinations of the weight factors:
a1 > o, and the rest of their combinations, while there exist four choice of optimal treatment strategies. From the clinical
practice, the optimal treatment strategy on the basis of the combination of «; < «, should be best among four strategies
owing to few doses of PI during main part of treatment.

6. Conclusion

In this paper, a deterministic model including immune response, neutralizing antibodies and multi drug effects is
introduced to model HIV infection evolution. We use optimization theories in order to derive optimal control solution and
design improved treatments. We proved the existence and uniqueness of the optimal control pair. The optimality system is
derived and then solved numerically using Gradient Projection Method. On the basis of combinations of weight factors for



Y. Zhou et al. / Journal of Computational and Applied Mathematics 263 (2014) 326-337 335

1000

09 F
999.8 | 08l
999.6 -
07t
; :
@ 9994 S o6l
Q °
o r o}
S o2 2 o5l
£ o £
2 L
3 i 04t
f= L =
g 998.8 % 03l
998.6 - =
8 o2t
998.4 |
01f
998.2 ‘ o
0 10 20 30 40 50 60 0 10
days days
o5l 45 F
0.45 - 40
o 04f 35
o]
O 035 > ol
3 E
L osf 2
S S 25t
= 0251
£ 2 af
= 02t 3}
2 < st
E 0.45
o1l 10+
0.05 | 5r
%9 10 20 % 10 20 30
days days
50.4 -
12+
50.35 |
";' 10t
O 5031 o
g ©
L = gl
9 5025 8
£ 5
o 502f 2 6l
= (0]
3 —
g 50151 5
€ 4r
= s0.1f
50.05 f 2r
50 0
0 10 0 10
days days
07
02t 4
048 f i 06
0.16 4 05
= 0.14 4 _
£ S
8 0.12 g £ 04
o S
» 0.1 4 o
[ ® 03
T 0.08 4 o
0.06 4 02t
0.04 f 4
01t
0.02 4
0 0
0 10 20 30 40 50 60 0 10 20 30 40 50 60
days days

Fig. 1. Optimal solutions for 60 days, o1 > o5.

controls, we establish four types of optimal treatment strategies. Among these strategies, the one relative to the combination
of oy < or; should be best clinical one owing to smaller steady dosage of RTIs (about 19%) and few dosage of Pls (about 0.77%)
during main part of treatment (not less 40 days) and smaller numbers of the virus even throughout the last days (less than
25) and bigger numbers of the uninfected cells T even throughout the last days (greater than 999, i.e. almost un-decrease).
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Fig. 2. Optimal solutions for 60 days, o1 =~ a5 sufficiently small.
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Fig. 3. Optimal solutions for 60 days, «; ~ «; sufficiently large.

Dynamic of infection is certainly far more complicated and varied than the one captured by this mathematical model,
the numerical solution based on the model cannot be a recommendation for practical usage. But, it illustrate the role that
mathematical methods can play in formulate treatment strategy.
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