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#### Abstract

Reaction diffusion equations with delayed nonlinear reaction terms are used as prototypes to motivate an appropriate abstract formulation of dynamical systems with unimodal nonlinearity. For such non-monotone dynamical systems, we develop a general comparison principle and show how this general comparison principle, coupled with some existing results for monotone dynamical systems, can be used to establish results on the asymptotic speeds of spread and travelling waves. We illustrate our main results by an integral equation which includes a nonlocal delayed reaction diffusion equation and a nonlocal delayed lattice differential system in an unbounded domain, with the non-monotone nonlinearities including the Ricker birth function and the Mackey-Glass hematopoiesis feedback.
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## 1. Introduction

Incorporating time delay into a mathematical model for a certain dynamical process may destroy the order-preserving (monotonicity) property of the semiflow which is satisfied by the corresponding model without delay. Such a delay induced non-monotonicity of the solution semiflow has been observed in a large number of unimodal delay differential equations such as the Mackey-Glass equation and the Nicholson blowflies equation. The global dynamics of such equations can be quite complicated and chaotic behaviors are possible, as shown in the Mackey-Glass attractor. A notable feature of such a unimodal delay differential equation is the existence of two ordered equilibria, between which the nonlinearity changes monotonicity once (from being monotonically increasing to decreasing).

[^0]A particular issue is the existence of connecting orbits between these two ordered equilibria, which is automatically guaranteed by the monotone dynamical systems theory if the nonlinearity is monotone between these two equilibria. When spatial diffusion is further incorporated, the delayed nonlinearity may involve nonlocal interaction. It is then very important for both theoretical advance and practical applications to know whether there are travelling wavefronts, representing the transition from one equilibrium to the other, and how they are related to the global dynamics of the reaction diffusion equations with nonlocal delayed nonlinearity.

Travelling waves (wavefronts) play an important role in the theory of reaction diffusion equations, because of their theoretical relevance to the global dynamics of such equations and because of their practical significance to the (chemical, physical, ecological and epidemiological) transition processes of systems modeled by these equations. In [1,2], Aronson and Weinberger introduced the concept of the spreading speed (i.e., asymptotic speed of spread) and showed that it coincides with the minimal wave speed for travelling waves under appropriate assumptions including the monotonicity. Weinberger [32] and Lui [19] later established a parallel theory of spreading speeds and monostable travelling waves for monotone discrete dynamical systems. Recent studies [13-16,31,33] have extended such a theory for monotone semiflows in great generality so that it can be applied to various discrete-time and continuous-time evolution equations admitting some sort of comparison principles. In particular, Liang and Zhao [15] established the theory of asymptotic speeds of spread and monotone travelling waves for monotone discrete-time and continuous-time semiflows with monostable nonlinearities which can be applied to evolution systems with time delays and reaction diffusion equations in cylinders with monotone nonlinearity.

Many dynamical systems however do not possess the order-preserving or monotonicity property, and there are various attempts to establish similar results on the spreading speeds and the existence of monostable travelling waves for such systems [5-7,11,20,22,24,29,30,36]. Unfortunately, most of these results have been established for specific type of evolution equations (especially delayed reaction diffusion equations) and the arguments used are pretty much equation-specific. One of the objectives of this paper is to develop a generic framework and relevant techniques for a class of non-monotone discrete-time and continuous-time dynamical systems on $C_{+}$, where $C_{+} \triangleq B C\left([-\tau, 0] \times \mathcal{H}, \mathbb{R}_{+}\right)$and $\mathcal{H}=\mathbb{R}$ or $\mathbb{Z}$. Specifically, we present an abstract formulation (UM) of unimodal semiflows in the aforementioned phase spaces and develop a very general comparison principle, based on the concept of upper- and lower-systems which enjoy certain order-preserving properties. We then introduce a linear positive operator, satisfying conditions (AL1)-(AL3) formulated in terms of asymptotic behaviors of the semiflow trajectories near the trivial equilibrium, and use it to impose a certain global coupling condition (GC) between the upper- and lower-systems so that the well-established global dynamics of the semiflows generated by the (order-preserving) upper- and lower-systems can be used to draw conclusions about the asymptotic behaviors of the unimodal dynamical system. Critical importance of our approach is the possibility of this global coupling between the upper- and lower-systems, roughly in the sense that (a) both upper- and lower-systems are globally controlled by the same linear semiflow, obtained by linearizing the nonlinear system at the trivial equilibrium, and (b) both upper- and lower-systems are convergent to the nontrivial equilibrium at infinite.

This general framework is motivated by some of our recent studies [37,38], using ideas and arguments different from those of $[4-7,11,20,22,24,29,30,36]$. Our main results and principal arguments are

- the global attractivity of the nontrivial equilibrium for semiflows in an unbounded domain of $C_{+} \backslash\{0\}$ under the compact open topology in [37], as a natural consequence of the comparison principle and the imposed global coupling between upper- and lower-systems;
- the existence of travelling waves and the coincidence of the minimal wave speed and the spread speed, as an application of a limiting argument to the sequence obtained by using the Schauder fixed point theorem and the corresponding results for monotone dynamical systems by Liang and Zhao [15].

Some preliminaries and standard hypotheses are given in Section 2 while the main general results are developed in Sections 3 and 4: Section 3 is devoted to the global asymptotic behaviors and the spreading speed, and Section 4 is devoted to travelling waves by using the Schauder fixed point theorem and the general $R_{c, k}$ operators approach instead of the classical upper-lower solution method. Finally, we apply our main results to an integral equation which includes, as special examples, a nonlocal delayed reaction diffusion equation and a nonlocal delayed lattice differential system in an unbounded domain. The general results are illustrated with two well-known examples (Ricker nonlinearity and Mackey-Glass equation) in Section 5, where we also show how to construct the upper- and lower-systems and explain the global coupling conditions. Comparisons of our results for these two examples with existing works [5-7,11,20,22,24] are also given which show that our general framework can yield optimal results for some specific systems with well-justified minimal hypotheses.

## 2. Preliminaries and basic hypotheses

We first introduce some notations. Let $\mathbb{Z}, \mathbb{Z}_{+}, \mathbb{R}$, and $\mathbb{R}_{+}$be the sets of all integers, nonnegative integers, reals, and nonnegative reals, respectively. Let $X=B C(\mathcal{H}, \mathbb{R})$ be the normed vector space of all bounded and continuous functions from $\mathcal{H}$ to $\mathbb{R}$ with the norm $\|\phi\|_{X} \triangleq \sum_{n=1}^{\infty} 2^{-n} \sup \{|\phi(x)|: x \in$ $\mathcal{H}$ with $|x| \leqslant n\}$ for all $\phi \in X$, where $\mathcal{H}=\mathbb{R}$ or $\mathbb{Z}$. Let $X_{+}=\{\phi \in X: \phi(x) \geqslant 0$ for all $x \in \mathcal{H}\}$ and $X_{+}^{o}=\{\phi \in X: \phi(x)>0$ for all $x \in \mathcal{H}\}$.

For a given $\tau \in \mathbb{R}_{+}$, let $C=C([-\tau, 0], X)$ be the normed vector space of all continuous functions from $[-\tau, 0]$ into $X$ with the norm $\|\varphi\|_{C} \triangleq \max \left\{\|\varphi(\theta)\|_{X}: \theta \in[-\tau, 0]\right\}$ for all $\varphi \in C, C_{+}=$ $C\left([-\tau, 0], X_{+}\right)$and $C_{+}^{o}=C\left([-\tau, 0], X_{+}^{o}\right)$. It follows that $C_{+}$is a closed cone in the normed vector space $C$. But $C_{+}^{o} \neq \operatorname{Int}\left(C_{+}\right)$due to the non-compactness of the spatial domain $\mathcal{H}$. Also, let $Y=C([-\tau, 0], \mathbb{R})$ be the normed vector space of all continuous functions from $[-\tau, 0]$ into $\mathbb{R}$ with the norm $\|\beta\|_{Y} \triangleq \max \{|\beta(\theta)|: \theta \in[-\tau, 0]\}$ for all $\beta \in Y$ and $Y_{+}=C\left([-\tau, 0], \mathbb{R}_{+}\right)$.

For the sake of convenience, we identify an element $\varphi \in C$ as a bounded and continuous function from $[-\tau, 0] \times \mathcal{H}$ into $\mathbb{R}$. For $a \in \mathbb{R}, \hat{a} \in X$ is defined as $\hat{a}(x)=a$ for all $x \in \mathcal{H}$. Similarly, $\hat{\hat{a}} \in C$ is defined as $\hat{\hat{a}}(\theta)=\hat{a}$ for all $\theta \in[-\tau, 0]$. Moreover, for any $\phi \in X$ and $\beta \in Y$, we define $\tilde{\phi} \in C$ and $\tilde{\beta} \in C$ respectively by $\tilde{\phi}(\theta, x)=\phi(x)$ and $\tilde{\beta}(\theta, x)=\beta(\theta)$ for all $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$. In the following, we identify $\hat{a}$ or $\hat{a}$ with $a$ for $a \in \mathbb{R}$. Furthermore, we identify $\phi \in X$ and $\beta \in Y$ with $\tilde{\phi} \in C$ and $\tilde{\beta} \in C$, respectively. As a result, we can regard $X$ and $Y$ as subspaces of $C$.

For any $\xi, \eta \in X$, we write $\xi \geqslant_{X} \eta$ if $\xi-\eta \in X_{+}, \xi>_{X} \eta$ if $\xi \geqslant_{X} \eta$ and $\xi \neq \eta, \xi>_{X} \eta$ if $\xi-\eta \in X_{+}^{o}$. Similarly, for any $\varphi, \psi \in C$, we write $\varphi \geqslant_{c} \psi$ if $\varphi-\psi \in C_{+}, \varphi_{c_{c}} \psi$ if $\varphi \geqslant_{c} \psi$ and $\varphi \neq \psi, \varphi>_{c} \psi$ if $\varphi-\psi \in C_{+}^{0}$; for any $\varrho, \rho \in Y$, we write $\varrho \geqslant_{Y} \rho$ if $\varrho-\rho \in Y_{+}, \varrho>_{Y} \rho$ if $\varrho \geqslant_{Y} \rho$ and $\varrho \neq \rho, \varrho>_{Y} \rho$ if $\varrho-\rho \in \operatorname{Int}\left(Y_{+}\right)$, where $\operatorname{Int}\left(Y_{+}\right)=\{\beta \in Y: \beta(\theta)>0$ for all $\theta \in[-\tau, 0]\}$. For simplicity of notations, we write $\geqslant,>, \gg$ and $\|\cdot\|$ respectively for $\geqslant_{*},>_{*},>_{*}$ and $\|\cdot\|_{*}$, where $*$ stands for one of $X, C$ and $Y$.

For $r \in(0, \infty), \sigma \in Y$ and $\varphi \in C$, we say $\varphi(\cdot, x) \geqslant \sigma$ for $x$ on an interval of length $2 r$ if there exists $a \in \mathbb{R}$ such that $\varphi(\cdot, x) \geqslant \sigma$ for all $x \in[a-r, a+r] \cap \mathcal{H}$.

For given numbers $r, s>0$, define $C_{r}=\{\varphi \in C: 0 \leqslant \varphi \leqslant r\}$ and $C_{r, s}=\{\varphi \in C: r \leqslant \varphi \leqslant s\}$. Also, for $\varphi \in C_{+}$, define $C_{\varphi}=\{\psi \in C: 0 \leqslant \psi \leqslant \varphi\}$.

For a given $y \in \mathcal{H}$, define the translation operator $T_{y}$ by $T_{y}[u](\theta, x)=u(\theta, x-y)$ and define the reflection operator $\mathcal{R}$ by $\mathcal{R}[u](\theta, x)=u(\theta,-\chi)$, where $u \in C, \theta \in[-\tau, 0]$ and $x \in \mathcal{H}$. A subset $W \subseteq C$ is said to be $T$-invariant if $T_{y} W=W$ for all $y \in \mathcal{H}$.

For given $\theta_{0} \in[-\tau, 0], x_{0} \in \mathcal{H}$, and $W \subseteq C$, we denote $W\left(\cdot, x_{0}\right):=\left\{\varphi\left(\cdot, x_{0}\right) \in Y: \varphi \in W\right\}$ and $W\left(\theta_{0}, \cdot\right):=\left\{\varphi\left(\theta_{0}, \cdot\right) \in X: \varphi \in W\right\}$.

We will need a few fundamental results on monotone maps formulated in Liang and Zhao [15]. So, we start with the following list of standing assumptions about the reflection- and translationequivariance, the continuity and compactness of a given map $Q$ from $C_{+}$to $C_{+}$with two equilibria satisfying certain ejectivity and attractivity:
(A1) $Q[\mathcal{R}[u]]=\mathcal{R}[Q[u]]$ and $T_{y}[Q[u]]=Q\left[T_{y}[u]\right]$ for all $u \in C_{+}$and $y \in \mathcal{H}$.
(A2) For any given number $r>0, Q \mid c_{r}: C_{r} \rightarrow C_{+}$is continuous.
(A3) For any given number $r>0$, one of the following two properties holds.
(a) $\left\{Q[u](\cdot, x): u \in C_{r}, x \in \mathcal{H}\right\}$ is a precompact subset of $Y$.
(b) The set $Q\left[C_{r}\right](0,$.$) is precompact in X$. Moreover, there is a positive number $\varsigma \leqslant \tau$ such that $Q[u](\theta, x)=u(\theta+\varsigma, x)$ for all $\theta \in[-\tau,-\varsigma)$ and the operator

$$
S[u](\theta, x):= \begin{cases}u(0, x) & \text { if }-\tau \leqslant \theta<-\varsigma, \\ Q[u](\theta, x) & \text { if }-\varsigma \leqslant \theta \leqslant 0\end{cases}
$$

has the property that $S[D](\cdot, 0)$ is precompact in $Y$ for any $T$-invariant set $D \subseteq C_{r}$ with $D(0, \cdot)$ being a precompact subset of $X$.
(A4) There is a positive number $r^{*}>0$ such that (a) $Q[0]=0, Q\left[r^{*}\right]=r^{*}$; and (b) there is some positive integer $n_{0}$ such that for any $n \in \mathbb{Z}_{+} \cap\left[n_{0}, \infty\right), Q^{n}[\alpha] \gg \alpha$ for all $\alpha \in\left(0, r^{*}\right)$ and $Q^{n}[\alpha] \ll$ $\alpha$ for all $\alpha \in\left(r^{*}, \infty\right)$.

In this section, we always assume that $Q$ satisfies hypotheses (A1)-(A4). Note that assumptions (A1)-(A3) are just the corresponding ones in Liang and Zhao [15] with $C_{+}$replacing $C_{\beta}$ for given $\beta \in \operatorname{Int}\left(Y_{+}\right)$. We should point out that all conclusions in [15] still hold when the assumption (A5) in [15] is replaced with the above assumption (A4).

Let $\widetilde{C}_{+}$be the set of all bounded and continuous functions from $[-\tau, 0] \times \mathbb{R}$ to $\mathbb{R}_{+}$. In the case where $\mathcal{H}=\mathbb{R}$, we have $\widetilde{C}_{+}=C_{+}$. In the case where $\mathcal{H}=\mathbb{Z}$, we define an operator $\widetilde{Q}$ on the set $\widetilde{C}_{+}$ by

$$
\widetilde{Q}[v](\theta, s):=Q[v(\cdot, \cdot+s)](\theta, 0) \quad \text { for all } \theta \in[-\tau, 0] \text { and } s \in \mathbb{R}
$$

By the definition of $\widetilde{Q}$ and the proof of Lemma 2.1 in [15], it is easy to check that $\widetilde{Q}$ satisfies hypotheses (A1), (A2), (A4) with $\mathcal{H}=\mathbb{R}$.

In the remaining part of this section, we assume that $Q \mid c_{r^{*}}$ is monotone (order-preserving) in the sense that $Q[u] \geqslant Q[v]$ whenever $u \geqslant v$ in $C_{r^{*}}$.

To conclude this section, we follow Liang and Zhao [15] to define the spreading speed $c^{*}$.
Choose a checking function $\varphi$ such that $\varphi \in C\left([-\tau, 0] \times \mathbb{R},\left[0, r^{*}\right]\right)$ and it satisfies the following property.
(P) For any fixed $\theta \in[-\tau, 0], \varphi(\theta, \cdot)$ is a non-increasing function on $\mathbb{R}$ with $\varphi\left([-\tau, 0] \times \mathbb{R}_{+}\right)=\{0\}$, $\varphi(\cdot, \infty)=0$, and $\varphi(\cdot,-\infty) \in\left(0, r^{*}\right)$.

Given a real number $c$ and $\varphi \in C\left([-\tau, 0] \times \mathbb{R},\left[0, r^{*}\right]\right)$ with the property ( P$)$, we define the operator $R_{c}$ associated with $Q$ by

$$
R_{c}[a](\theta, s)=\max \left\{\varphi(\theta, s), T_{-c}[\widetilde{\mathbb{Q}}[a]](\theta, s)\right\},
$$

where $(\theta, s) \in[-\tau, 0] \times \mathbb{R}$ and $a \in C\left([-\tau, 0] \times \mathbb{R},\left[0, r^{*}\right]\right)$. We now define a sequence of functions $a_{n}(c ; \theta, s)$ by the recursion

$$
a_{0}=\varphi \quad \text { and } \quad a_{n+1}=R_{c}\left[a_{n}\right] \text { for } n \in \mathbb{Z}_{+} .
$$

Following the statements of Section 2 in [15], there is a function a such that $a(c ; \theta, s)=$ $\lim _{n \rightarrow \infty} a_{n}(c ; \theta, s), a(c ; \cdot,-\infty)=r^{*}$ and $a(c ; \cdot, s)$ is non-increasing in $c$ and $s$. Obviously, the sequence $\left\{a_{n}\right\}$ depends upon the choice of function $\varphi$. But Lemma 2.8 in [15] implies that $a(c ; \cdot, \infty)$ is independent of the choice of $\varphi$. We now define the spreading speed $c^{*}$ with $Q$,

$$
c^{*} \equiv \sup \left\{c: a(c ; \cdot, \infty)=r^{*}\right\} .
$$

If $a(c ; \cdot, \infty)=r^{*}$ for all $c$, we set $c^{*}=\infty$.

Note that explicit formulae of $c^{*}$ have been obtained for abstract monotone semiflows in $[14,15,32$, 33] and for some special non-monotone evolution equations in [5,6,11]. As a result, the focus of this paper is not to find the explicit computation formula for $c^{*}$. Instead, we present a direct approach to show that $c^{*}>0$ under proper conditions which automatically hold for a wide range of evolution equations.

Proposition 2.1. Suppose that there exist a number $\delta \in\left(0, r^{*}\right)$ and a linear operator $Q_{L}: C \rightarrow C$ such that $Q$ and $Q_{L}$ satisfy the following assumptions.
(L1) $Q_{L}$ satisfies (A1) and (A2).
(L2) $Q[u] \geqslant Q_{L}[u]$ for all $u \in C_{\delta}$ and for any $u \in C_{+} \backslash\{0\}$ there is an integer $N_{u} \geqslant 1$ such that $\left(Q_{L}\right)^{N_{u}}[u] \in C_{+}^{o}$.
(L3) There exists $\eta_{0} \in \operatorname{Int}\left(Y_{+}\right)$such that $\left\|\eta_{0}\right\|=1$ and $Q_{L}\left[\eta_{0}\right] \gg \eta_{0}$.
If $Q \mid c_{r^{*}}$ satisfies assumption ( $\mathrm{A}^{*}$ ) in Section 4 by replacing $C_{+}$with $C_{r^{*}}$ (see also (A6)(a) and (A6)(b') of [15] for this assumption), then $c^{*}>0$.

Proof. By way of contradiction, suppose that $c^{*} \leqslant 0$. Then, by Theorem 4.2 in [15], there is a nonincreasing function $U^{*} \in C_{r^{*}}$ such that $U^{*}(\cdot, \infty)=0, U^{*}(\cdot,-\infty)=r^{*}$ and $U^{*}=Q\left[U^{*}\right]$. It follows from (L2) that $U^{*} \in C_{+}^{o}$.

By assumptions (L1) and (L3), there is $\lambda_{0} \in(1, \infty)$ such that $Q_{L}\left(\eta_{0}\right) \geqslant \lambda_{0} \eta_{0}$. This, combined with the continuity of $Q$ and $Q_{L}$, implies that there exist an integer $n^{*}>0$ and a number $\delta^{*} \in(0, \delta)$ such that $\lambda_{0}^{n^{*}}>\frac{2}{\inf \left\{\eta_{0}(\theta): \theta \in[-\tau, 0]\right\}}$ and $Q^{n}\left[C_{\delta^{*}}\right] \cup Q_{L}^{n}\left[C_{\delta^{*}}\right] \subseteq C_{\delta}$ for all positive integers $n \leqslant n^{*}$.

We may assume, without loss of generality, that $\epsilon^{*} \triangleq \inf \left\{U^{*}(\theta, 0): \theta \in[-\tau, 0]\right\} \in\left(0, \delta^{*}\right]$. By choices of $n^{*}, \delta^{*}$ and $\epsilon^{*}$ and by assumption (L2), we obtain that $U^{*}=Q^{n}\left[U^{*}\right] \geqslant Q^{n}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right] \geqslant$ $Q_{L}^{n}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right]$ for any positive integers $n \leqslant n^{*}$, where $\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right](\theta, x)=\min \left\{U^{*}(\theta, x), \epsilon^{*} \eta_{0}(\theta)\right\}$ for all $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$. In particular, $U^{*}(\cdot, 0) \geqslant Q_{L}^{n^{*}}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right](\cdot, 0)$.

We claim that $Q_{L}^{n^{*}}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right](\cdot, 0) \geqslant \frac{1}{2} Q_{L}^{n^{*}}\left[\epsilon^{*} \eta_{0}\right](\cdot, 0)$. Indeed, by $\mathcal{R}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right]=\mathcal{R}\left[U^{*}\right] \wedge \epsilon^{*} \eta_{0}$ and (L1), we have $Q_{L}^{n}\left[\mathcal{R}\left[U^{*}\right] \wedge \epsilon^{*} \eta_{0}\right]=\mathcal{R}\left[Q_{L}^{n}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right]\right]$ for all $n \in \mathbb{Z}_{+}$. Particularly, $Q_{L}^{n}\left[\mathcal{R}\left[U^{*}\right] \wedge\right.$ $\left.\epsilon^{*} \eta_{0}\right](\cdot, 0)=Q_{L}^{n}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right](\cdot, 0)$ for all $n \in \mathbb{Z}_{+}$. Since $U^{*}(\cdot, x)$ is a non-increasing function in $x$, we easily know that $\left[\mathcal{R}\left[U^{*}\right] \wedge \epsilon^{*} \eta_{0}\right]+\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right] \geqslant \epsilon^{*} \eta_{0}$. Then the linearity of $Q_{L}$ forces $Q_{L}^{n}\left[U^{*} \wedge\right.$ $\left.\epsilon^{*} \eta_{0}\right](\cdot, 0) \geqslant \frac{1}{2} Q_{L}^{n}\left[\epsilon^{*} \eta_{0}\right](\cdot, 0)$ for all $n \in \mathbb{Z}_{+}$. This proves the above claim. The claim together with the fact that $U^{*}(\cdot, 0) \geqslant Q_{L}^{n^{*}}\left[U^{*} \wedge \epsilon^{*} \eta_{0}\right](\cdot, 0)$ implies $U^{*}(\cdot, 0) \geqslant \frac{1}{2} Q_{L}^{n^{*}}\left[\epsilon^{*} \eta_{0}\right](\cdot, 0)$. It follows that $U^{*}(\cdot, 0) \geqslant$ $\frac{\epsilon^{*}}{2} Q_{L}^{n^{*}}\left[\eta_{0}\right](\cdot, 0) \geqslant \frac{\epsilon^{*}}{2} \lambda_{0}^{n^{*}} \eta_{0}>\epsilon^{*}$, a contradiction to the choice of $\epsilon^{*}$. Therefore, $c^{*}>0$ and the proof is complete.

## 3. The asymptotic behavior and the spreading speed

We now develop some generic comparison principles involving a pair of upper- and lowertrajectories of maps $Q^{ \pm}$. In this and the next section, we always assume that for any given number $r>0, Q\left|c_{r}, Q^{-}\right| c_{r}$ and $\left.Q^{+}\right|_{c_{r}}: C_{r} \rightarrow C_{+}$are continuous, and $Q$ and $Q^{ \pm}$satisfy the following properties.
(UL1) $Q^{-}[0]=Q^{+}[0]=0, Q^{-}\left[r^{-}\right]=r^{-}$and $Q^{+}\left[r^{+}\right]=r^{+}$for two given positive numbers $r^{+} \geqslant r^{-}$;
(UL2) $Q^{-}$and $Q^{+}$are monotone (order-preserving) in the sense that $Q^{ \pm}[u] \geqslant Q^{ \pm}[v]$ whenever $u \geqslant v$ in $C_{+}$;
(UL3) $Q^{-}$and $Q^{+}$satisfy assumptions (A1)-(A4) where $r^{*}$ is $r^{-}$and $r^{+}$, respectively;
(UL4) $Q$ satisfies assumptions (A1)-(A3) and (A4)(a) with $r^{*}$.
For given $c \in \mathbb{R}$ and $n \in \mathbb{Z}_{+}$, let $\mathcal{A}_{n, c}=\{(\theta, x) \in[-\tau, 0] \times \mathcal{H}:|x| \leqslant n c\}$ and $\mathcal{A}_{n, c}^{+}=\{(\theta, x) \in[-\tau, 0] \times$ $\mathcal{H}:|x| \geqslant n c\}$.

Theorem 3.1. Suppose that $Q[\varphi] \leqslant Q^{+}[\varphi]$ for all $\varphi \in C_{+}$. Define the spreading speed $c_{+}^{*}$ with $Q^{+}$similarly as $c^{*}$ in Section 2. If $u_{0} \in C_{+}$has compact support with $u_{0} \ll r^{+}$, then for any $c>c_{+}^{*}$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}^{+}} Q^{n}\left[u_{0}\right](\theta, x)=0 \tag{3.1}
\end{equation*}
$$

Proof. We can obtain $\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}^{+}}\left(Q^{+}\right)^{n}\left[u_{0}\right](\theta, x)=0$ by applying Theorem 2.11 in [15] to $\left.Q^{+}\right|_{c_{r}+}$. This, combined with Proposition 2.3 in [15] and the fact that $Q[\varphi] \leqslant Q^{+}[\varphi]$ for all $\varphi \in C_{+}$, gives the conclusion.

Proposition 3.2. For any $u \geqslant r^{ \pm}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{(\theta, x) \in[-\tau, 0] \times \mathcal{H}}\left|\left(Q^{ \pm}\right)^{n}[u](\theta, x)-r^{ \pm}\right|=0 \tag{3.2}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{ \pm}\right)^{n}[u](\theta, x)=\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{ \pm}\right)^{n}[u](\theta, x)=r^{ \pm}, \tag{3.3}
\end{equation*}
$$

where $c<c_{ \pm}^{*}$ and the spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$are defined similarly as $c^{*}$ in Section 2.
Proof. It suffices to prove (3.2) for $Q^{-}$as the proof for $Q^{+}$is similar. Obviously, there exists a positive number $\alpha^{*}$ such that $r^{-} \leqslant u \leqslant \alpha^{*}$. By the monotonicity of $Q^{-}$, we have $r^{-} \leqslant$ $\left(Q^{-}\right)^{n}[u] \leqslant\left(Q^{-}\right)^{n}\left[\alpha^{*}\right]$ for all $n \in \mathbb{Z}_{+}$. Then, by assumptions (A1), (A3) and (A4) we know that $\left(Q^{-}\right)^{n}\left[\alpha^{*}\right](\cdot, x)=\left(Q^{-}\right)^{n}\left[\alpha^{*}\right](\cdot, 0)$ for all $x \in \mathcal{H},\left\{\left(Q^{-}\right)^{n}\left[\alpha^{*}\right](\cdot, 0): n \in \mathbb{Z}_{+}\right\}$is precompact in $Y$ and $\lim _{n \rightarrow \infty}\left(Q^{-}\right)^{n}\left[\alpha^{*}\right](\cdot, 0)=r^{-}$. Therefore, $\lim _{n \rightarrow \infty} \sup _{(\theta, x) \in[-\tau, 0] \times \mathcal{H}}\left|\left(Q^{-}\right)^{n}[u](\theta, x)-r^{-}\right|=0$, i.e., (3.2) holds for $Q^{-}$. This completes the proof.

Proposition 3.3. Define the spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$similarly as $c^{*}$ in Section 2. For any $c<c_{ \pm}^{*}$ and any $\sigma \in \operatorname{Int}\left(Y_{+}\right)$, there exists a positive number $r_{\sigma}>0$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{ \pm}\right)^{n}[u](\theta, x)=\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{ \pm}\right)^{n}[u](\theta, x)=r^{ \pm}, \tag{3.4}
\end{equation*}
$$

where $u \in C_{+}$with $u(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$.
Proof. It suffices to prove the result for $Q^{-}$as the proof for $Q^{+}$is similar. Define $\sigma^{-}:[-\tau, 0] \rightarrow \mathbb{R}$ by $\sigma^{-}(\theta)=\min \left\{\sigma(\theta), \frac{r^{-}}{2}\right\}$ for $\theta \in[-\tau, 0]$. For any $c<c_{-}^{*}$, by applying Theorem 2.15 in [15] to $Q^{-} \mid c_{r^{-}}$, there exists a positive number $r_{\sigma}>0$ such that $\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{-}\right)^{n}[v](\theta, x)=$ $\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{-}\right)^{n}[v](\theta, x)=r^{-}$, where $v \in C_{r^{-}}$with $v(\cdot, x) \geqslant \sigma^{-}$on an interval of length $2 r_{\sigma}$.

Now suppose that $u \in C_{+}$with $u(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$. Define $u^{-}, u^{+}:[-\tau, 0] \rightarrow \mathbb{R}$ respectively by $u^{-}(\theta, x)=\min \left\{u(\theta, x), \frac{r^{-}}{2}\right\}, u^{+}(\theta, x)=\max \left\{u(\theta, x), r^{-}\right\}$for $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$. Then $u^{-} \in C_{r^{-}}$and $u^{-}(\cdot, x) \geqslant \sigma^{-}$on an interval of length $2 r_{\sigma}$. It follows that

$$
\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{-}\right)^{n}\left[u^{-}\right](\theta, x)=\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}}\left(Q^{-}\right)^{n}\left[u^{-}\right](\theta, x)=r^{-} .
$$

By definitions of $u^{ \pm}$, we have $u^{-} \leqslant u \leqslant u^{+}$and $u^{+} \geqslant r^{-}$. These, together with the monotonicity of $Q^{-}$and (3.3) of Proposition 3.2, show that (3.4) holds for $Q^{-}$. This completes the proof.

We now introduce the abstract formulation of unimodality of the nonlinearity $Q$.
(UM) If $s>r>0$, then there is a positive integer $N(r, s)$ such that $I_{r, s}>r$ or $S_{r, s}<s$, where $I_{r, s} \triangleq \inf \left\{Q^{N(r, s)}[u](\theta, x):(\theta, x) \in[-\tau, 0] \times \mathcal{H}, u \in C_{r, s}\right\}$ and $S_{r, s} \triangleq \sup \left\{Q^{N(r, s)}[u](\theta, x):(\theta, x) \in\right.$ $\left.[-\tau, 0] \times \mathcal{H}, u \in C_{r, s}\right\}$.

Theorem 3.4. Suppose that $Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define the spreading speed $c_{-}^{*}$ with $Q^{-}$similarly as $c^{*}$ in Section 2. For any $c<c_{-}^{*}$ and any $\sigma \in \operatorname{Int}\left(Y_{+}\right)$there exists a positive number $r_{\sigma}>0$ with the property that if $u_{0}, v_{0} \in C_{+}$with $v_{0} \geqslant u_{0}$ and $u_{0}(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$ then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \min \left\{Q^{n}[\varphi](\theta, x):(\theta, x) \in \mathcal{A}_{n, c} \text { and } u_{0} \leqslant \varphi \leqslant v_{0}\right\} \geqslant r^{-} \tag{3.5}
\end{equation*}
$$

Moreover, suppose that $Q[\varphi] \leqslant Q^{+}[\varphi]$ for all $\varphi \in C_{+}$. Define the spreading speed $c_{+}^{*}$ with $Q^{+}$similarly as $c^{*}$ in Section 2. If $Q$ satisfies (UM), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}[\varphi](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c} \text { and } u_{0} \leqslant \varphi \leqslant v_{0}\right\}=0 \tag{3.6}
\end{equation*}
$$

where $u_{0}, v_{0} \in C_{+}, v_{0} \geqslant u_{0}$ and $u_{0}(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$.
Proof. By Proposition 3.3, for any $c<c_{-}^{*}$ and any $\sigma \in \operatorname{Int}\left(Y_{+}\right)$, there exists a positive number $r_{\sigma}>0$ such that $\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n . c}}\left(Q^{-}\right)^{n}\left[u_{0}\right](\theta, x)=r^{-}$, where $u_{0}(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$. Then (3.5) follows immediately from Proposition 2.3 in [15] and the fact that $v_{0} \geqslant \varphi \geqslant u_{0}$ and $Q \geqslant$ $Q^{-}$in $C_{+}$.

We now prove (3.6). Since $c<c_{-}^{*} \leqslant c_{+}^{*}$, by a similar argument as that in the proof of (3.5), we have $\lim \sup _{n \rightarrow \infty} \max \left\{Q^{n}[\varphi](\theta, x):(\theta, x) \in \mathcal{A}_{n, c}\right.$ and $\left.u_{0} \leqslant \varphi \leqslant v_{0}\right\} \leqslant r^{+}$.

Take a positive number $c_{0} \in\left(c, c_{-}^{*}\right)$ and let $\varepsilon_{0}=c_{0}-c$.
For any $\varepsilon \geqslant 0$, define

$$
V_{-}(\varepsilon)=\liminf _{n \rightarrow \infty} \min \left\{Q^{n}[\varphi](\theta, x):(\theta, x) \in \mathcal{A}_{n, c+\varepsilon} \text { and } u_{0} \leqslant \varphi \leqslant v_{0}\right\}
$$

and

$$
V_{+}(\varepsilon)=\limsup _{n \rightarrow \infty} \max \left\{Q^{n}[\varphi](\theta, x):(\theta, x) \in \mathcal{A}_{n, c+\varepsilon} \text { and } u_{0} \leqslant \varphi \leqslant v_{0}\right\} .
$$

Clearly, $V_{ \pm}(\varepsilon) \in\left[r^{-}, r^{+}\right]$for any $\varepsilon \in\left[0, \varepsilon_{0}\right], V_{-}(\varepsilon)$ is non-increasing and $V_{+}(\varepsilon)$ is non-decreasing in $\varepsilon \in\left[0, \varepsilon_{0}\right]$. Due to monotonicity of $V_{ \pm}$, we easily see that $V_{-}(\varepsilon)$ and $V_{+}(\varepsilon)$ are continuous in $\varepsilon \in\left[0, \varepsilon_{0}\right]$ except for a countable subset of $\left[0, \varepsilon_{0}\right]$.

If $V_{-}(\varepsilon)=V_{+}(\varepsilon)$ for some $\varepsilon \in\left[0, \varepsilon_{0}\right]$, then by definitions of $V_{ \pm}(\varepsilon)$ and the continuity of $Q$, we have $Q^{n}\left[u_{0}\right] \rightarrow V_{+}(\varepsilon)$ as $n \rightarrow \infty$. Thus, $Q\left[V_{+}(\varepsilon)\right]=V_{+}(\varepsilon) \triangleq r^{* *}$. We claim that $r^{* *}=r^{*}$; otherwise, $r^{* *} \neq r^{*}$. Let $r=\min \left\{r^{*}, r^{* *}\right\}$ and $s=\max \left\{r^{*}, r^{* *}\right\}$. Then $s>r$. By (A4)(a) and choices of $r, s$, we have $Q[r]=r$ and $Q[s]=s$. In particular, $r, s \in Q\left[C_{r, s}\right]$. But, the assumption (UM) implies $r \notin Q\left[C_{r, s}\right]$ or $s \notin Q\left[C_{r, s}\right]$, a contradiction. This shows $V_{-}(0)=V_{+}(0)=r^{*}$ and thus the conclusion follows.

Now, suppose that $V_{-}(\varepsilon)<V_{+}(\varepsilon)$ for any $\varepsilon \in\left[0, \varepsilon_{0}\right]$. In view of the continuity of $V_{ \pm}$, we may obtain that for some $\varepsilon \in\left(0, \varepsilon_{0}\right), V_{-}, V_{+}$are continuous at $\varepsilon$. By (UM), we may without loss of generality assume that there is a positive integer $N(\varepsilon)$ such that $I_{V_{-}(\varepsilon), V_{+}(\varepsilon)}>V_{-}(\varepsilon)$, where

$$
I_{V_{-}(\varepsilon), V_{+}(\varepsilon)} \triangleq \inf \left\{Q^{N(\varepsilon)}[u](\theta, x):(\theta, x) \in[-\tau, 0] \times \mathcal{H}, u \in C_{V_{-}(\varepsilon), V_{+}(\varepsilon)}\right\} .
$$

According to the definition of $V_{-}(\cdot)$, for any $\sigma \in(0, \varepsilon)$, there exist sequences $n_{k} \rightarrow \infty$ as $k \rightarrow \infty,\left(\theta_{k}, x_{k}\right) \in[-\tau, 0] \times\left(\left[-n_{k} c-n_{k} \sigma, n_{k} c+n_{k} \sigma\right] \cap \mathcal{H}\right)$ and $\varphi_{k}$ with $u_{0} \leqslant \varphi_{k} \leqslant v_{0}$ such that $\lim _{k \rightarrow \infty} Q^{n_{k}}\left[\varphi_{k}\right]\left(\theta_{k}, x_{k}\right)=V_{-}(\sigma)$. By $\sigma<\varepsilon$, we know that for any bounded subset $\mathcal{B}$ of $\mathcal{H}, x_{k}+\mathcal{B} \subseteq$ $\left(n_{k}-N(\varepsilon)\right)[-c-\varepsilon, c+\varepsilon]$ for all large $k$, which implies $\lim \inf _{k \rightarrow \infty} \min \left\{Q^{n_{k}-N(\varepsilon)}\left[\varphi_{k}\right]\left(\theta, x_{k}+y\right)\right.$ :
$(\theta, y) \in[-\tau, 0] \times \mathcal{B}\} \in\left[V_{-}(\varepsilon), V_{+}(\varepsilon)\right]$ and $\lim \sup _{k \rightarrow \infty} \max \left\{Q^{n_{k}-N(\varepsilon)}\left[\varphi_{k}\right]\left(\theta, x_{k}+y\right):(\theta, y) \in[-\tau, 0] \times\right.$ $\mathcal{B}\} \in\left[V_{-}(\varepsilon), V_{+}(\varepsilon)\right]$. These, combined with (A1) and (A2), imply

$$
\begin{aligned}
V_{-}(\sigma) & =\lim _{k \rightarrow \infty} Q^{n_{k}}\left[\varphi_{k}\right]\left(\theta_{k}, x_{k}\right) \\
& =\lim _{k \rightarrow \infty} Q^{N(\varepsilon)}\left[Q^{n_{k}-N(\varepsilon)}\left[\varphi_{k}\right]\left(\cdot, \cdot+x_{k}\right)\right]\left(\theta_{k}, 0\right) \\
& \geqslant I_{V_{-}(\varepsilon), V_{+}(\varepsilon)} \\
& >V_{-}(\varepsilon) .
\end{aligned}
$$

By the continuity of $V_{-}$at $\varepsilon$ and letting $\sigma \rightarrow \varepsilon$, we have $V_{-}(\varepsilon) \geqslant I_{V_{-}(\varepsilon), V_{+}(\varepsilon)}>V_{-}(\varepsilon)$, a contradiction. This completes the proof.

By applying Theorem 3.4 with $u_{0}=v_{0}$, we easily obtain the following result.
Theorem 3.5. Suppose that $Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define the spreading speed $c_{-}^{*}$ with $Q^{-}$similarly as $c^{*}$ in Section 2. For any $c<c_{-}^{*}$ and any $\sigma \in \operatorname{Int}\left(Y_{+}\right)$there exists a positive number $r_{\sigma}>0$ with the property that if $u_{0}(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$ then

$$
\liminf _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}} Q\left[u_{0}\right](\theta, x) \geqslant r^{-}
$$

Moreover, suppose that $Q[\varphi] \leqslant Q^{+}[\varphi]$ for all $\varphi \in C_{+}$. Define the spreading speed $c_{+}^{*}$ with $Q^{+}$similarly as $c^{*}$ in Section 2. If Q satisfies (UM), then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c}} u_{n}(\theta, x)=\lim _{n \rightarrow \infty} \max _{(\theta, x) \in \mathcal{A}_{n, c}} u_{n}(\theta, x)=r^{*}, \tag{3.7}
\end{equation*}
$$

where $u_{0}(\cdot, x) \geqslant \sigma$ on an interval of length $2 r_{\sigma}$.
Again, by Theorem 3.4, we shall get the following result which will play a key role in the next section.

Corollary 3.6. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$similarly as $c^{*}$ in Section 2. Assume that $0<c<c_{-}^{*}$ and there is a sequence $\left\{\varphi_{k}\right\}$ in $C_{r^{+}}$such that $\lim _{k \rightarrow \infty} \varphi_{k}=\varphi_{0}$ and $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[\varphi_{0}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c}\right\}=0$. If $Q$ satisfies (UM), then there is $K_{0} \in \mathbb{Z}_{+}$such that $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[\varphi_{k}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c}\right.$ and $\left.k \in \mathbb{Z} \cap\left[K_{0}, \infty\right)\right\}=0$.

Proof. Take $c_{0} \in\left(c, c_{-}^{*}\right)$. By (3.6) of Theorem 3.4, there exists a positive number $r_{0} \triangleq r_{r_{r^{*}}}>0$ with the property that if $u_{0} \in C_{r^{+}}$with $u_{0}(\cdot, x) \geqslant \frac{r^{*}}{3}$ on an interval of length $2 r_{0}{ }^{3}$ then $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}[\varphi](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c_{0}}\right.$ and $\left.u_{0} \leqslant \varphi \leqslant r^{+}\right\}=0$. Since $\lim _{k \rightarrow \infty} \varphi_{k}=\varphi_{0}$ and $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[\varphi_{0}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c}\right\}=0$, there exists an integer $K_{0}>0$ such that $K_{0} c>r_{0}$ and $Q^{K_{0}}\left[\varphi_{k}\right](\theta, x)>\frac{r^{*}}{3}$ for all $(\theta, x) \in[-\tau, 0] \times\left(\left[-K_{0} c, K_{0} c\right] \cap \mathcal{H}\right)$ and $k \in \mathbb{Z} \cap\left[K_{0}, \infty\right)$. This shows that, for any $k \in \mathbb{Z} \cap\left[K_{0}, \infty\right), Q^{K_{0}}\left[\varphi_{k}\right](\cdot, x) \geqslant \frac{r^{*}}{3}$ on an interval of length $2 r_{0}$. Thus $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[Q^{K_{0}}\left[\varphi_{k}\right]\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c_{0}}\right.$ and $\left.k \in \mathbb{Z} \cap\left[K_{0}, \infty\right)\right\}=0$. In view of $c<c_{0}$, we easily see that $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[\varphi_{k}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c}\right.$ and $\left.k \in \mathbb{Z} \cap\left[K_{0}, \infty\right)\right\}=0$. This completes the proof.

In the following, we assume that $\mathcal{M}: C \rightarrow C$ is a linear operator such that $\mathcal{M}\left(C_{+} \backslash\{0\}\right) \subseteq C_{+} \backslash\{0\}$ and $\mathcal{M}(Y) \subseteq Y$. Let $\left.\mathbf{M} \equiv \mathcal{M}\right|_{Y}$. Then $\mathbf{M}$ is a positive linear operator, that is, $\mathbf{M}\left(Y_{+}\right) \subseteq Y_{+}$. We make the following hypotheses on $\mathcal{M}$ and $\mathbf{M}$.
(AL1) $\mathcal{M}$ satisfies (A1), (A2) and (A3).
(AL2) (a) There is a positive integer $n_{0}$ such that $\mathbf{M}^{n_{0}}$ is compact and strongly positive on $Y$, that is, $\mathbf{M}^{n_{0}}\left(Y_{+} \backslash\{0\}\right) \subseteq \operatorname{Int}\left(Y_{+}\right)$where $\mathbf{M}^{n_{0}}=\underbrace{\mathbf{M} \circ \cdots \circ \mathbf{M}}_{n_{0}}$; and (b) the spectral radius $\lambda_{0}$ of $\mathbf{M}$ is larger than 1.
(AL3) For $\varphi \in C_{+} \backslash\{0\}$, there is a positive integer $N_{\varphi}$ such that $\mathcal{M}^{N_{\varphi}}[\varphi] \in C_{+}^{o}$.
If (AL2) holds, then by Lemma 3.1 in [15], the spectral radius $\lambda_{0}$ of $M$ is the simple eigenvalue of $M$ such that there is a strongly positive eigenvector associated with $\lambda_{0}$ and the modulus of any other eigenvalue is less than $\lambda_{0}$. Let $\zeta_{0}$ be a strongly positive eigenvector of $M$ associated with the simple eigenvalue $\lambda_{0}$.

For any positive number $\mu$ and for any $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right)$, define $\mathcal{M}_{\mu}^{\varepsilon}: C \rightarrow C$ by $\mathcal{M}_{\mu}^{\varepsilon}[\varphi](\theta, x)=$ $\min \left\{\mu \zeta_{0}(\theta),(1-\varepsilon) \mathcal{M}[\varphi](\theta, x)\right\}$ for all $\varphi \in C$. If the linear operator $\mathcal{M}$ satisfies hypotheses (AL1) and (AL2), then by Lemma 3.3 in [15], $\mathcal{M}_{\mu}^{\varepsilon}$ has exactly two fixed points 0 and $\mu \zeta_{0}$ due to ( $1-\varepsilon$ ) $\lambda_{0}>1$. Obviously, all the conclusions of Theorem 2.11 and Corollary 3.4 in [15] for $\mathcal{M}_{\mu}^{\varepsilon} \mid c_{\mu \xi_{0}}$ hold. Thus $\mathcal{M}_{\mu}^{\varepsilon}$ has a spreading speed $c_{\mu, \varepsilon}^{*}$ which is just the spreading speed with $\mathcal{M}_{\mu}^{\varepsilon}$ defined similarly as $c^{*}$ with $Q$ in Section 2 and is independent of the choice of $\mu>0$, which follows from the following lemma.

Lemma 3.7. Assume that (AL1)-(AL3) hold. If $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right.$ ) and $\mu_{1}>\mu_{2}>0$, then $c_{\mu_{1}, \varepsilon}^{*}=c_{\mu_{2}, \varepsilon}^{*}>0$.
Proof. Clearly, by the definition of $\mathcal{M}_{\mu}^{\varepsilon}$, we have $\mathcal{M}_{\mu_{1}}^{\varepsilon} \geqslant \mathcal{M}_{\mu_{2}}^{\varepsilon}$ for all $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right)$ and $\mu_{1}>\mu_{2}>0$. This and Lemma 2.9 in [15] imply that for given $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right.$ ), $c_{\mu, \varepsilon}^{*}$ is non-decreasing in $\mu \in(0, \infty)$. By Proposition 2.1 and the fact that $(1-\varepsilon) \mathcal{M}\left[\zeta_{0}\right]=(1-\varepsilon) \lambda_{0} \zeta_{0} \gg \zeta_{0}$ for all $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right)$, we know that $c_{\mu, \varepsilon}^{*}>0$ for all $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right.$ ) and $\mu>0$.

By way of contradiction, we may assume that there exist $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right.$ ) and $\mu_{1}>\mu_{2}>0$ such that $c_{\mu_{1}, \varepsilon}^{*}>c_{\mu_{2}, \varepsilon}^{*}>0$. Take two rational numbers $c, \tilde{c} \in\left(c_{\mu_{2}, \varepsilon}^{*}, c_{\mu_{1}, \varepsilon}^{*}\right)$ with $c<\tilde{c}$. Applying Corollary 3.4 in [15] to $\mathcal{M}_{\mu_{1}}^{\varepsilon}$, we find $r>0$ such that

$$
\lim _{n \rightarrow \infty} \min _{|x| \leqslant \tilde{c}}\left(\mathcal{M}_{\mu_{1}}^{\varepsilon}\right)^{n}[\varphi](\cdot, x)=\lim _{n \rightarrow \infty} \max _{|x| \leqslant n \tilde{c}}\left(\mathcal{M}_{\mu_{1}}^{\varepsilon}\right)^{n}[\varphi](\cdot, x)=\mu_{1} \zeta_{0},
$$

where $\varphi \in C_{\mu_{150}}$ with $\varphi(\cdot, x) \geqslant \frac{\mu_{150}}{3}$ on an interval of length $2 r$.
Choose $\psi \in C_{\frac{\mu_{1} 5_{0}}{3}}$ such that $\psi(\cdot, x)=\frac{\mu_{1} 5_{0}}{3}$ for all $x \in[-r, r] \cap \mathcal{H}$ and $\psi(\cdot, x)=0$ for all $x \notin[-1-r$, $1+r]$. Then

$$
\lim _{n \rightarrow \infty} \min _{|x| \leqslant n \tilde{c}}\left(\mathcal{M}_{\mu_{1}}^{\varepsilon}\right)^{n}[\psi](\cdot, x)=\lim _{n \rightarrow \infty} \max _{|x| \leqslant n \tilde{c}}\left(\mathcal{M}_{\mu_{1}}^{\varepsilon}\right)^{n}[\psi](\cdot, x)=\mu_{1} \zeta_{0} .
$$

Thus, by $c<\tilde{c}$, there exists a positive integer $k_{0}$ such that $T_{y}\left[\left(\mathcal{M}_{\mu_{1}}^{\varepsilon}\right)^{k_{0}}[\psi]\right] \geqslant \psi$ for all $y \in$ $\left[-k_{0} c, k_{0} c\right] \cap \mathcal{H}$.

Let $\mathcal{M}^{\varepsilon}=(1-\varepsilon) \mathcal{M}, \mu_{2}^{*}=\frac{\mu_{2}^{*}}{(1-\varepsilon) \lambda_{0}}$ and $\varepsilon^{*}=\frac{\mu_{2} \inf \left\{5_{0}(\theta): \theta \in[-\tau, 0]\right\}}{\delta}$, and $\psi^{*}=\varepsilon^{*} \psi$, where $\delta=$ $\max \left\{\left(\mathcal{M}^{\varepsilon}\right)^{k}[\psi](\theta, x): \quad(\theta, x, k) \in[-\tau, 0] \times \mathcal{H} \times\left(\left[0, k_{0}\right] \cap \mathbb{Z}\right)\right\}$. Obviously, due to $\mathcal{M}^{\varepsilon} \geqslant \mathcal{M}_{\mu_{1}}^{\varepsilon}$, we have $T_{y}\left[\left(\mathcal{M}^{\varepsilon}\right)^{k_{0}}[\psi]\right] \geqslant \psi$ for all $y \in\left[-k_{0} c, k_{0} c\right] \cap \mathcal{H}$. By the choice of $\psi^{*}$, we easily verify that $T_{y}\left[\left(\mathcal{M}^{\varepsilon}\right)^{k_{0}}\left[\psi^{*}\right]\right] \geqslant \psi^{*}$ for all $y \in\left[-k_{0} c, k_{0} c\right] \cap \mathcal{H}$ and $\left(\mathcal{M}^{\varepsilon}\right)^{k}\left[\psi^{*}\right] \in C_{\mu_{2}^{*} 5_{0}}$ for all $k \in\left[0, k_{0}\right] \cap \mathbb{Z}$. In view of $\mathcal{M}_{\mu_{2}}^{\varepsilon}=\mathcal{M}_{\mu_{1}}^{\varepsilon}=\mathcal{M}^{\varepsilon}$ in $C_{\mu_{2}^{*} \varepsilon}$, we have

$$
\begin{equation*}
T_{y}\left[\left(\mathcal{M}_{\mu_{2}}^{\varepsilon}\right)^{k_{0}}\left[\psi^{*}\right]\right] \geqslant \psi^{*} \text { for all } y \in\left[-k_{0} c, k_{0} c\right] \cap \mathcal{H} . \tag{3.8}
\end{equation*}
$$

By (A1) and the monotonicity of $\mathcal{M}_{\mu_{2}}^{\varepsilon}$, we apply (3.8) repeatedly to obtain that, for any positive integer $l$,

$$
T_{y}\left[\left(\mathcal{M}_{\mu_{2}}^{\varepsilon}\right)^{l k_{0}}\left[\psi^{*}\right]\right] \geqslant \psi^{*} \quad \text { for all } y \in\left[-l k_{0} c, l k_{0} c\right] \cap \mathcal{H}
$$

In particular, there exists a sequence $\left\{l_{j}\right\}$ of $\mathbb{Z}_{+}$such that $\lim _{j \rightarrow \infty} l_{j}=\infty, l_{j} k_{0} c \in \mathcal{H}$ and $\liminf _{j \rightarrow \infty}\left(\mathcal{M}_{\mu_{2}}^{\varepsilon}\right)^{l_{j} k_{0}}\left[\psi^{*}\right]\left(0, l_{j} k_{0} c\right) \geqslant \psi^{*}(0,0)=\frac{\varepsilon^{*} \mu_{1} 5_{0}(0)}{3}>0$. But, applying Theorem 2.11 in [15] to $\mathcal{M}_{\mu_{2}}^{\varepsilon}$, we have $\lim _{n \rightarrow \infty} \max _{|x| \geqslant n c}\left(\mathcal{M}_{\mu_{2}}^{\varepsilon}\right)^{n}\left[\psi^{*}\right](\cdot, x)=0$ since $c>c_{\mu_{2}, \varepsilon}^{*}$ and $\psi^{*}$ has compact support with $\psi^{*} \in C_{\mu_{2} 5_{0}}$. It follows that $\lim _{j \rightarrow \infty}\left(\mathcal{M}_{\mu_{2}}^{\varepsilon}\right)^{l_{j} k_{0}}\left[\psi^{*}\right]\left(0, l_{j} k_{0} c\right)=0$, a contradiction. Therefore, $c_{\mu_{1}, \varepsilon}^{*}=c_{\mu_{2}, \varepsilon}^{*}$. This completes the proof.

For convenience, we call $c^{*}(\varepsilon) \triangleq c_{\mu, \varepsilon}^{*}$ the spreading speed of $(1-\varepsilon) \mathcal{M}$. Clearly, Lemma 2.9 in [15] tells us that $c^{*}(\varepsilon)$ is non-increasing in $\varepsilon \in\left[0,1-\frac{1}{\lambda_{0}}\right.$ ).

In the remaining of this section and also in the next section, we always assume that the linear operator $\mathcal{M}$ satisfies hypotheses (AL1)-(AL3).

We can now state the global coupling condition.
(GC) (a) $Q^{+}[u] \leqslant \mathcal{M}[u]$ for all $u \in C_{+}$; and (b) for any $\varepsilon \in(0,1)$ there is a number $\delta \in\left(0, r^{-}\right)$such that $Q^{-}[u] \geqslant(1-\varepsilon) \mathcal{M}[u]$ for all $u \in C_{\delta}$.

Lemma 3.8. If (GC)(b) holds, then $c_{-}^{*}>0$, where the spreading speed $c_{-}^{*}$ with $Q^{-}$is defined similarly as $c^{*}$ in Section 2.

Proof. Let $\varepsilon=\frac{\lambda_{0}-1}{2 \lambda_{0}}$ and $Q_{L}=(1-\varepsilon) \mathcal{M}$. It follows that $Q_{L}\left[\zeta_{0}\right]=(1-\varepsilon) \lambda_{0} \zeta_{0} \gg \zeta_{0}$. Then, by (GC)(b) and Proposition 2.1, we have $c_{-}^{*}>0$. This completes the proof.

Theorem 3.9. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. If the global coupling condition (GC) holds, then the following statements are true.
(i) $0<c_{-}^{*}=c_{+}^{*}=c^{*}(0) \triangleq c^{*}$.
(ii) If $u_{0} \in C$ has compact support with $u_{0} \ll r^{+}$, then (3.1) holds for any $c>c^{*}$.
(iii) If (UM) and (AL3) hold, then for any $c<c^{*}$ and $u_{0} \in C_{+} \backslash\{0\}$ we have (3.7).

Proof. We first prove (i). Firstly, by (GC)(b), for any $\varepsilon \in\left(0,1-\frac{1}{\lambda_{0}}\right)$, there is a number $\delta \in\left(0, r^{-}\right)$ such that $Q^{-} \geqslant(1-\varepsilon) \mathcal{M}$ in $C_{\delta}$. It follows that $\mathcal{M}_{\delta}^{\varepsilon} \leqslant Q^{-} \leqslant Q^{+} \leqslant \mathcal{M}$ in $C_{+}$. This, combined with Lemma 2.9 in [15] and Lemma 3.8, implies that $0<c^{*}(\varepsilon) \leqslant c_{-}^{*} \leqslant c_{+}^{*} \leqslant c^{*}(0)$ for all $\varepsilon \in\left(0,1-\frac{1}{\lambda_{0}}\right)$.

By way of contradiction, we may assume that $c_{-}^{*}<c^{*}(0)$. Then, for any $\varepsilon \in\left(0,1-\frac{1}{\lambda_{0}}\right), c^{*}(\varepsilon) \leqslant$ $c^{*}\left(0^{+}\right) \leqslant c_{-}^{*}<c^{*}(0)$, where $c\left(0^{+}\right)=\lim _{\varepsilon \rightarrow 0} c(\varepsilon)$. Take two rational numbers $c_{1}, c_{2} \in\left(c^{*}\left(0^{+}\right), c^{*}(0)\right)$ with $c_{1}<c_{2}$. Applying Theorem 2.15 in [15] to $\mathcal{M}_{1}^{0}$, we find $r>0$ such that

$$
\lim _{n \rightarrow \infty} \min _{|x| \leqslant n c_{2}}\left(\mathcal{M}_{1}^{0}\right)^{n}[\varphi](\cdot, x)=\lim _{n \rightarrow \infty} \max _{|x| \leqslant n c_{2}}\left(\mathcal{M}_{1}^{0}\right)^{n}[\varphi](\cdot, x)=\zeta_{0},
$$

where $\varphi \in C_{\zeta_{0}}$ with $\varphi(\cdot, x) \geqslant \frac{5_{0}}{3}$ on an interval of length $2 r$.
Choose $\psi \in C_{\zeta_{0}}$ such that $\psi(\cdot, x)=\frac{\zeta_{0}}{3}$ for all $x \in[-r, r] \cap \mathcal{H}$ and $\psi(\cdot, x)=0$ for all $x \notin[-1-r$, $1+r]$. Then $\lim _{n \rightarrow \infty} \min _{|x| \leqslant n c_{2}}\left(\mathcal{M}_{1}^{0}\right)^{n}[\psi](\cdot, x)=\lim _{n \rightarrow \infty} \max _{|x| \leqslant n c_{2}}\left(\mathcal{M}_{1}^{0}\right)^{n}[\psi](\cdot, x)=\zeta_{0}$. Since $c_{1}<c_{2}$ and $\psi$ has compact support, there exists a positive integer $k_{0}$ such that $T_{y}\left[\left(\mathcal{M}_{1}^{0}\right)^{k_{0}}[\psi]\right] \geqslant 2 \psi$ and $\left(\mathcal{M}_{1}^{0}\right)^{k_{0}}[\psi](\cdot, y) \geqslant \frac{2 \zeta_{0}}{3}$ for all $y \in\left[-k_{0} c_{1}, k_{0} c_{1}\right] \cap \mathcal{H}$. Take $\varepsilon \in\left(0,1-\frac{1}{\lambda_{0}}\right)$ such that $(1-\varepsilon)^{k_{0}}>\frac{1}{2}$. Note
that $\mathcal{M}_{1}^{\varepsilon}[\varphi] \geqslant(1-\varepsilon) \mathcal{M}_{1}^{0}[\varphi]$ for all $\varphi \in C_{+}$due to definitions of $\mathcal{M}_{1}^{\varepsilon}$ and $\mathcal{M}_{1}^{0}$. These, combined with the monotonicity of $\mathcal{M}_{1}^{\varepsilon}$ and $\mathcal{M}_{1}^{0}$, imply that

$$
\begin{equation*}
T_{y}\left[\left(\mathcal{M}_{1}^{\varepsilon}\right)^{k_{0}}[\psi]\right] \geqslant \psi \quad \text { and } \quad\left(\mathcal{M}_{1}^{\varepsilon}\right)^{k_{0}}[\psi](\cdot, y) \geqslant \frac{\zeta_{0}}{3} \quad \text { for all } y \in\left[-k_{0} c_{1}, k_{0} c_{1}\right] \cap \mathcal{H} \tag{3.9}
\end{equation*}
$$

By (A1) and the monotonicity of $\mathcal{M}_{1}^{\varepsilon}$, we apply (3.9) repeatedly to obtain that, for any positive integer $l$,

$$
T_{y}\left[\left(\mathcal{M}_{1}^{\varepsilon}\right)^{I k_{0}}[\psi]\right] \geqslant \psi \quad \text { and } \quad\left(\mathcal{M}_{1}^{\varepsilon}\right)^{l k_{0}}[\psi](\cdot, y) \geqslant \frac{\zeta_{0}}{3} \quad \text { for all } y \in\left[-l k_{0} c_{1}, l k_{0} c_{1}\right] \cap \mathcal{H}
$$

In particular, there exists a sequence $\left\{l_{j}\right\}$ of $\mathbb{Z}_{+}$such that $\lim _{j \rightarrow \infty} l_{j}=\infty, l_{j} k_{0} c_{1} \in \mathcal{H}$ and

$$
\liminf _{j \rightarrow \infty}\left(\mathcal{M}_{1}^{\varepsilon}\right)^{l_{j} k_{0}}[\psi]\left(0, l_{j} k_{0} c_{1}\right) \geqslant \frac{\zeta_{0}(0)}{3}>0 .
$$

But, applying Theorem 2.11 in [15] to $\mathcal{M}_{1}^{\varepsilon}$, we have $\lim _{n \rightarrow \infty} \max _{|x| \geqslant n c_{1}}\left(\mathcal{M}_{1}^{\varepsilon}\right)^{n}[\psi](\cdot, x)=0$ due to $c_{1}>c^{*}(\varepsilon)$ and the choice of $\psi$. It follows that $\lim _{j \rightarrow \infty}\left(\mathcal{M}_{1}^{\varepsilon}\right)^{l_{j} k_{0}}[\psi]\left(0, l_{j} k_{0} c_{1}\right)=0$, a contradiction. Therefore, $c_{-}^{*}=c_{+}^{*}=c^{*}(0)$. This proves ( i ).
(ii) follows from statement (i) and Theorem 3.1.

We finally prove (iii). Suppose that (UM) holds. By applying similar arguments as those in the proof of Theorem 3.5 in [15] and (3.6), we find that for any $c<c^{*}$ there exists a positive number $r_{0}$ such that (3.7) holds whenever $u_{0}(\cdot, x) \gg 0$ on an interval of length $2 r_{0}$.

Take $\delta \in\left(0, c^{*}-c\right)$. By statement (ii), there exists $r_{0}>0$ such that if $\varphi(\cdot, x)>0$ on an interval of length $2 r_{0}$ then

$$
\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}[\varphi](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c+\delta}\right\}=0
$$

On the other hand, assumptions (AL3) and (GC)(b) imply that $Q^{n_{1}}\left[u_{0}\right](\cdot, x)>0$ on an interval of length $2 r_{0}$ for some positive integer $n_{1}$. Hence,

$$
\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n+n_{1}}\left[u_{0}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c+\delta}\right\}=0
$$

Since $|x| \leqslant n c$ implies $|x| \leqslant\left(n-n_{1}\right)(c+\delta)$ for all large $n$, we have

$$
\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[u_{0}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c}\right\}=0
$$

So, statement (iii) holds. This completes the proof.
If (GC) in Theorem 3.9 is replaced by (GC)(b) only, then by using an argument similar to the proof of Theorem 3.9, we can still obtain the following results.

Theorem 3.10. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. If the global coupling condition (GC)(b) holds, then the following statements are true.
(i) $0<c_{-}^{*} \leqslant c_{+}^{*}$.
(ii) If $u_{0} \in C$ has compact support with $u_{0} \ll r^{+}$, then (3.1) holds for any $c>c_{+}^{*}$.
(iii) If (UM) holds, then for any $c<c_{-}^{*}$ and $u_{0} \in C_{+} \backslash\{0\}$ we have (3.7).

For convenience, we call $c^{*}$ in Theorem 3.9 the spreading speed of $Q$.
Finally, we extend our results on spreading speeds and asymptotic behavior to a continuous-time semiflow on $C_{+}$. In this paper, the map $Q: \mathbb{R}_{+} \times C_{+} \rightarrow C_{+}$is said to be a continuous-time semiflow on $C_{+}$if for any given number $r>0,\left.Q\right|_{\mathbb{R}_{+} \times C_{r}}: \mathbb{R}_{+} \times C_{r} \rightarrow C_{+}$is continuous such that $Q_{0}=\left.I d\right|_{C_{+}}$ and $Q_{t} \circ Q_{s}=Q_{t+s}$ for all $t, s \in \mathbb{R}_{+}$, where $Q_{t} \triangleq Q(t, \cdot)$ for all $t \in \mathbb{R}_{+}$.

Theorem 3.11. Let $r^{*}$ be a given positive number and $\left\{Q_{t}\right\}_{t=0}^{\infty}$ be a continuous-time semiflow on $C_{+}$with $Q_{t}[0]=0$ and $Q_{t}\left[r^{*}\right]=r^{*}$ for all $t \geqslant 0$. Suppose that $Q_{t}$ satisfies (A1) for any $t \geqslant 0$, and there exists $\varrho>0$ such that $Q_{\varrho}$ satisfies (A3) and (GC), and $Q^{+}[\varphi] \geqslant Q_{\varrho}[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Assume that $\left\{Q_{t}[v]\right.$ : $\left.t \in \mathbb{R}_{+}\right\}$is uniformly bounded in $C$ for any $v \in C_{+}$. Let $c_{\varrho}^{*}$ be the spreading speed of $Q_{\varrho}$ as in Theorem 3.9(i) and let $c^{*}=\frac{c_{e}^{*}}{\varrho}$. Then $c^{*}>0$ and the following statements are true.
(i) For any $c>c^{*}, \lim _{t \rightarrow \infty} \max \left\{Q_{t}[v](\theta, x): \theta \in[-\tau, 0]\right.$ and $\left.x \notin(-t c, t c)\right\}=0$, where $v \in C_{r^{*}}$ has compact support and $v \ll r^{*}$.
(ii) If $Q_{\varrho}$ satisfies (UM), then $\lim _{t \rightarrow \infty} \max \left\{\left\|Q_{t}[v](\cdot, x)-r^{*}\right\|: x \in[-t c, t c] \cap \mathcal{H}\right\}=0$ for any $c<c^{*}$ and $v \in C_{+} \backslash\{0\}$.

Proof. Obviously, Lemma 3.8 gives $c_{Q}^{*}>0$, and thus $c^{*}>0$.
We only prove statement (ii) since the other statement can be proved similarly. By applying Theorem 3.9 (iii) to $Q_{\varrho}$, for any $c<c^{*}$, there exists a positive number $r_{0}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max \left\{\left\|Q_{n \varrho}[v](\cdot, x)-r^{*}\right\|: x \in\left[-\frac{n \varrho\left(c+c^{*}\right)}{2}, \frac{n \varrho\left(c+c^{*}\right)}{2}\right] \cap \mathcal{H}\right\}=0 \tag{3.10}
\end{equation*}
$$

where $v \in C_{+} \backslash\{0\}$.
Let $v \in C_{+} \backslash\{0\}$. Note that there is a positive number $r^{* *} \geqslant r^{*}$ such that $Q_{t}[v] \in C_{r^{* *}}$ for all $t \in \mathbb{R}_{+}$. By the continuity of $Q$, we know that $Q \mid c_{r^{* *} \times[0, \varrho]}$ is continuous at $r^{*}$ uniformly for $t \in[0, \varrho]$. In particular, for any $\varepsilon>0$, there exist $\delta=\delta(\varepsilon)>0$ and $d=d(\varepsilon)>0$ such that if $u \in C_{r^{* *}}$ with $\| u(\cdot, x)-$ $r^{*} \|<\delta$ for all $x \in[-d, d] \cap \mathcal{H}$ then $\left\|Q_{t}[u](\cdot, 0)-r^{*}\right\|<\varepsilon$ for all $t \in[0, \varrho]$. Thus it follows from (3.10) that there is an integer $n_{1}>0$ such that $\left\|Q_{n \varrho}[v](\cdot, x)-r^{*}\right\|<\delta$ for all $x \in\left[-\frac{n \varrho\left(c+c^{*}\right)}{2}, \frac{n \varrho\left(c+c^{*}\right)}{2}\right] \cap \mathcal{H}$ when $n>n_{1}$. Let $n_{2}=\max \left\{n_{1}, \frac{2(d+\varrho c)}{\varrho\left(c^{*}-c\right)}\right\}$. Then for any $n>n_{2}$ and $y \in[-(1+n) \varrho c,(1+n) \varrho c] \cap \mathcal{H}$, we have $T_{-y}\left[Q_{n \varrho}[v]\right] \in C_{r^{* *}}$ with $\left\|T_{-y}\left[Q_{n \varrho}[v]\right](\cdot, x)-r^{*}\right\|<\delta$ for all $x \in[-d, d] \cap \mathcal{H}$. Therefore, by the fact that $Q_{t}$ satisfies (A1) for any $t \geqslant 0$, we obtain that, for any $n>n_{2}$ and $y \in[-(1+n) \varrho c,(1+n) \varrho c] \cap \mathcal{H}$,

$$
\left\|Q_{t+n \varrho}[v](\cdot, y)-r^{*}\right\|=\left\|Q_{t}\left[T_{-y}\left[Q_{n \varrho}[v]\right]\right](\cdot, 0)-r^{*}\right\|<\varepsilon
$$

for all $t \in[0, \varrho]$. In particular, $\left\|Q_{t}[v](\cdot, y)-r^{*}\right\|<\varepsilon$ for all $t>\varrho+n_{2} \varrho$ and $y \in[-t c, t c] \cap \mathcal{H}$. This completes the proof.

## 4. Travelling waves

In this section, we show that under appropriate assumptions, the spreading speed for a nonmonotone semiflow may coincide with the minimal wave speed of its monostable travel wave fronts.

For any real number $c$, we define $D_{c}:=\{x-m c: x \in \mathcal{H}, m \in \mathbb{Z}\}$. Note that when $\mathcal{H}=\mathbb{Z}, D_{c}$ is discrete if and only if $c$ is a rational number. If $c$ is a rational number, then we easily see that there exists a positive integer $l_{c}$ such that $D_{c}=\bigcup_{l=0}^{l_{c}-1}\left(\frac{l}{l_{c}}+\mathcal{H}\right)$, where $\frac{l}{l_{c}}+\mathcal{H}=\left\{\frac{l}{l_{c}}+x: x \in \mathcal{H}\right\}$.

Let $Y_{c, \sigma}=B C\left([-\sigma, 0] \times D_{c}, \mathbb{R}\right)$ be the normed vector space of all bounded and continuous functions from $[-\sigma, 0] \times D_{c}$ into $\mathbb{R}$ with the norm

$$
\|a\|_{Y_{c, \sigma}} \triangleq \sum_{n \geqslant 1} 2^{-n} \sup \left\{|a(\theta, s)|:(\theta, s) \in[-\sigma, 0] \times D_{c} \text { with }|s| \leqslant n\right\}
$$

for all $a \in Y_{c, \sigma}$, and let $Y_{c, \sigma}^{+}=B C\left([-\sigma, 0] \times D_{c}, \mathbb{R}_{+}\right)$and $Y_{c, \sigma}^{o}=B C\left([-\sigma, 0] \times D_{c},(0, \infty)\right)$. It follows that $Y_{c, \sigma}^{+}$is a closed cone in the normed vector space $Y_{c, \sigma}$.

For any $y \in D_{c}$ and $a \in Y_{c, \tau}$, let us define $T_{y}[a](\theta, x)=a(\theta, x-y)$ for all $(\theta, x) \in[-\tau, 0] \times D_{c}$. $A \subseteq Y_{c, \tau}$ is said to be $T$-invariant in $Y_{c, \tau}$ if $T_{y}[A]=A$ for all $y \in D_{c}$. Clearly, $\bigcup_{y \in D_{c}} T_{y}[A]$ is $T$ invariant in $Y_{\mathcal{C}, \tau}$ where $A \subseteq Y_{\mathcal{C}, \tau}$; if $A$ is $T$-invariant in $Y_{\mathcal{C}, \tau}$, then $A_{d}$ is $T$-invariant in $C$ for all $d \in D_{c}$, where $A_{d}=\left\{\left.a(\cdot, \cdot+d) \triangleq a(\cdot, \cdot+d)\right|_{[-\tau, 0] \times \mathcal{H}}: a \in A\right\}$. For convenience, let us denote $Y_{c, \tau}$ and $Y_{c, \tau}^{+}$by $Y_{c}$ and $Y_{c}^{+}$, respectively.

We say that $W$ is a travelling wave of the map $Q$ with the wave speed $c$ if $W:[-\tau, 0] \times D_{c} \rightarrow \mathbb{R}$ is bounded and nonconstant, $\left.W(\cdot,+d)\right|_{[-\tau, 0] \times \mathcal{H}} \in C_{+}$for all $d \in D_{c}$ and $Q[W(\cdot, \cdot-n c)](\theta, x)=$ $W(\theta, x-(1+n) c)$ for all $n \in \mathbb{Z}$. We say that $W(\theta, x-n c)$ connects $r^{*}$ to 0 if $W(\cdot,-\infty)=r^{*}$ and $W(\cdot, \infty)=0$.

The following result gives the travelling waves of $Q$ by applying some results of Liang and Zhao [15]. We should point out that other methods have also been used to get the travelling waves of some special evolution equations in $[4-7,11,20,22,24,29,30,36]$.

Given a checking function $\varphi^{*} \in C\left([-\tau, 0] \times \mathbb{R},\left[0, r^{-}\right]\right)$with the property $(\mathrm{P})$ in Section 2 , where $r^{*}$ is replaced with $r^{-}$. For any $k \in(0,1)$ and any real number $c$, we define the operators $R_{c, k}: Y_{c}^{+} \rightarrow Y_{c}^{+}$ and $R_{c, k}^{ \pm}: Y_{c}^{+} \rightarrow Y_{c}^{+}$respectively by

$$
R_{c, k}[a](\theta, s)=\max \left\{k \varphi^{*}(\theta, s), Q[a(\cdot, \cdot+s+c)](\theta, 0)\right\}
$$

and

$$
R_{c, k}^{ \pm}[a](\theta, s)=\max \left\{k \varphi^{*}(\theta, s), Q^{ \pm}[a(\cdot, \cdot+s+c)](\theta, 0)\right\}
$$

where $a \in Y_{c}^{+}$and $(\theta, s) \in[-\tau, 0] \times D_{c}$.
In order to obtain the existence of a travelling wave with the wave speed $c$, following Liang and Zhao [15], we strengthen hypothesis (A3) as follows.
(A3*) For any given number $r>0$, one of the following two properties holds.
(a) $Q\left[C_{r}\right]$ is precompact in $C$.
(b) The set $Q\left[C_{r}\right](0, \cdot)$ is precompact in $X$. Moreover, there is a positive number $\varsigma \leqslant \tau$ such that $Q[u](\theta, x)=u(\theta+\varsigma, x)$ for all $\theta \in[-\tau,-\varsigma)$ and the operator

$$
S[u](\theta, x):= \begin{cases}u(0, x) & \text { if }-\tau \leqslant \theta<-\zeta \\ Q[u](\theta, x) & \text { if }-\varsigma \leqslant \theta \leqslant 0\end{cases}
$$

has the property that $S[D]$ is precompact in $C$ for any $T$-invariant set $D \subset C_{r}$ with $D(0, \cdot)$ being a precompact subset of $X$.

In the remaining of this section, we always assume that $Q$ and $Q^{ \pm}$all satisfy assumption (A3*).
Lemma 4.1. The following statements are true.
(i) If $r \in(0, \infty), n \in\left(1+\frac{\tau}{\varsigma}, \infty\right) \cap \mathbb{Z}$ and $A \subseteq C_{+}$such that $Q[A] \subseteq A$, then $Q^{n}[A]$ is precompact in $C$.
(ii) Let $\left\{W_{\alpha}\right\}_{\alpha \in \mathcal{J}}$ be a family of travelling waves of $Q$ with the wave speed $c$ such that $\sup \left\{W_{\alpha}(\theta, s):(\theta, s) \in\right.$ $[-\tau, 0] \times D_{c}$ and $\left.\alpha \in \mathcal{J}\right\}<\infty$. Then $\left\{\left.W_{\alpha}(\cdot, \cdot+s)\right|_{[-\tau, 0] \times \mathcal{H}}: s \in D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\}$ is precompact in $C$, and particularly $\left\{\left.W_{\alpha}(\cdot, s)\right|_{[-\tau, 0]}: s \in D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\}$ is precompact in $Y$.

Proof. (i) follows from assumption (A3*).
(ii) Let $r^{* *}=\sup \left\{W_{\alpha}(\theta, s):(\theta, s) \in[-\tau, 0] \times D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\}$ and take a positive integer $n^{*}>1+\frac{\tau}{\varsigma}$. It follows from (A1) and the definition of the travelling wave that $\left.W_{\alpha}(\cdot, \cdot+s)\right|_{[-\tau, 0] \times \mathcal{H}}=Q\left[W_{\alpha}(\cdot, \cdot+\right.$ $s+c)\left.\right|_{[-\tau, 0] \times \mathcal{H}]} \in C_{r^{* *}}$ for all $(\alpha, s) \in \mathcal{J} \times D_{c}$. Let $A=\left\{\left.W_{\alpha}(\cdot, \cdot+s)\right|_{[-\tau, 0] \times \mathcal{H}}: s \in D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\}$. Then
$Q[A] \subseteq A \subseteq C_{r^{* * *}}$. This and (i) produce that $\left\{\left.W_{\alpha}(\cdot, \cdot+s)\right|_{[-\tau, 0] \times \mathcal{H}}: s \in D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\}$ is precompact in $C$. This completes the proof.

Given $c \in \mathbb{R}$ and $\alpha \in \mathbb{R}$ with $\alpha>0$, let $Y_{c}^{\alpha}=\left\{\phi \in Y_{c}^{+}: \phi \leqslant \alpha\right\}$ and $\Phi_{c}=\left\{\left.k \varphi^{*}(\cdot, \cdot+d)\right|_{[-\tau, 0] \times D_{c}}\right.$ : $\left.d \in D_{c}, k \in(0,1)\right\}$. Then by Dini's Theorem and the choice of $\varphi^{*}, \Phi_{c}$ is $T$-invariant and precompact in $Y_{c}$.

Define $f_{c}: Y_{c}^{+} \times Y_{c}^{+} \rightarrow Y_{c}^{+}, g_{c}: Y_{c}^{+} \rightarrow Y_{c}^{+}, h_{c}: Y_{c}^{+} \times Y_{c}^{+} \rightarrow Y_{c}^{+}$by $f_{c}[\phi, a](\theta, s)=\max \{\phi(\theta, s)$, $a(\theta, s)\}$ for all $\phi, a \in Y_{c}^{+}$and $(\theta, s) \in[-\tau, 0] \times D_{c}, g_{c}[a](\theta, s)=Q[a(\cdot, \cdot+s+c)](\theta, 0)$ for all $a \in Y_{c}^{+}$ and $(\theta, s) \in[-\tau, 0] \times D_{c}, h_{c}[\phi, a]=f_{c}\left[\phi, g_{c}[a]\right]$ for all $\phi, a \in Y_{c}^{+}$, respectively. Clearly, $\left.f_{c}\right|_{Y_{c}^{r} \times Y_{c}^{r},},\left.g_{c}\right|_{Y_{c}^{r}} ^{r}$ and $\left.h_{c}\right|_{Y_{c}^{r} \times Y_{c}^{r}}$ are all continuous, where $r$ is a given positive number.

Let $w$ be a function from $[-\tau, 0] \times D_{c}$ to $\mathbb{R}$. We denote $\lim \inf _{s \rightarrow \pm \infty} \min \{w(\theta, s): \theta \in[-\tau, 0]\}$ and $\limsup p_{s \rightarrow \pm \infty} \max \{w(\theta, s): \theta \in[-\tau, 0]\}$ by $\liminf f_{s \rightarrow \pm \infty} w(\cdot, s)$ and $\limsup p_{s \rightarrow \pm \infty} w(\cdot, s)$, respectively.

Lemma 4.2. Let $\alpha \geqslant r^{+}$, c be a given rational number and $A \subseteq Y_{c}^{\alpha}$. Moreover, assume that $g_{c}\left[Y_{c}^{\alpha}\right] \subseteq Y_{c}^{\alpha}$. Then the following statements are true.
(i) There exists a positive integer $l_{c}$ such that $D_{c}=\bigcup_{l=0}^{l_{c}-1}\left(\frac{l}{l_{c}}+\mathcal{H}\right)$.
(ii) For any $\sigma \in[0, \tau],\left.A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$ if and only if $\left.A\left(\cdot, \cdot+\frac{l}{l_{c}}\right)\right|_{[-\sigma, 0] \times \mathcal{H}}$ is precompact in $Y_{0, \sigma}$ for all integers $l \in\left[0, l_{c}-1\right]$.
(iii) $h_{c}\left[\Phi_{c} \times Y_{c}^{\alpha}\right] \subseteq Y_{c}^{\alpha}$, in particular, $h_{c}\left[\Phi_{c} \times A\right] \subseteq Y_{c}^{\alpha}$.
(iv) If $A$ is $T$-invariant in $Y_{c}$, then $\overline{\operatorname{co}} A, g_{c}[A]$ and $h_{c}\left[\Phi_{c} \times A\right]$ are $T$-invariant in $Y_{c}$, where $\overline{\text { co } A}$ represents the convex closure of the subset $A$ in $Y_{c}$.
(v) If $\left.A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$, then $\left.\overline{\text { co }} A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$ and $h_{c}\left[\Phi_{c} \times A\right](\cdot-$ $\varsigma, \cdot)\left.\right|_{[-\min \{\sigma, \tau-\varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\sigma, \tau-\varsigma\}}$, where $\sigma \in[0, \tau]$.
(vi) $h_{c}\left[\Phi_{c} \times A\right](0, \cdot)$ and $\bigcup_{y \in D_{c}} T_{y}\left[h_{c}\left[\Phi_{c} \times A\right]\right](0, \cdot)$ are precompact in $Y_{c, 0}$.
(vii) If $A$ is $T$-invariant in $Y_{c}$ and $A(0, \cdot)$ is precompact in $Y_{c, 0}$, then $\left.h_{c}\left[\Phi_{c} \times A\right]\right|_{[-\varsigma, 0] \times D_{c}}$ is precompact in $Y_{c, \zeta}$.
(viii) If $\sigma \in(0, \tau),\left.A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$, and $\bigcup_{y \in D_{c}} T_{y}[A](0, \cdot)$ is precompact in $Y_{c, 0}$, then $\left.h_{c}\left[\Phi_{c} \times A\right]\right|_{[-\min \{\tau, \zeta+\sigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\tau, \zeta+\sigma\}}$.
(ix) $\left(p_{c}\right)^{n}[A]$ and $\left(q_{c}\right)^{n}[A]$ are precompact in $Y_{c}$ for any integer $n>1+\frac{\tau}{\varsigma}$, where $p_{c}[A]=h_{c}\left[\Phi_{c} \times A\right]$ and $q_{c}[A]=\overline{\operatorname{co}}\left(h_{c}\left[\Phi_{c} \times A\right]\right)$.
(x) For any integer $n>1+\frac{\tau}{\zeta}, \bigcup_{k \in(0,1)}\left(R_{c, k}\right)^{n}[A] \subseteq\left(p_{c}\right)^{n}[A]$ is precompact in $Y_{c}$. In particular, $\left(R_{c, k}\right)^{n}[A]$ is precompact in $Y_{c}$ for any integer $n>1+\frac{\tau}{\zeta}$ and $k \in(0,1)$.
(xi) For $k \in(0,1),\left(r_{c, k}\right)^{n}[A]$ is precompact in $Y_{c}$ for any integer $n>1+\frac{\tau}{\varsigma}$ where $r_{c, k}[A]=\overline{\operatorname{co}}\left(R_{c, k}[A]\right)$.

Proof. Statement (i) follows from the definition of $D_{c}$ and the fact that $c$ is a given rational number.
Statement (ii) follows easily from statement (i) and definitions of $Y_{c, \sigma}$ and $Y_{0, \sigma}$.
Statement (iii) follows from the definition of $h_{c}$ and the fact that $g_{c}\left[Y_{c}^{\alpha}\right] \subseteq Y_{c}^{\alpha}$.
Statement (iv) follows from definitions of $h_{c}$ and the $T$-invariant properties of $A$ and $\Phi_{c}$.
In the following, let $A_{d}=\left\{\left.a(\cdot, \cdot+d) \triangleq a(\cdot, \cdot+d)\right|_{[-\tau, 0] \times \mathcal{H}}: a \in A\right\}$, where $d \in D_{c}$. Then $A_{d} \subseteq C_{\alpha}$ for $d \in D_{c}$, and $Q\left[C_{\alpha}\right] \subseteq C_{\alpha}$ follows from $g_{c}\left[Y_{c}^{\alpha}\right] \subseteq Y_{c}^{\alpha}$ and the definition of $g_{c}$.

To finish the proof, we first assume that ( $\mathrm{A} 3^{*}$ )(a) holds for $r=\alpha$. Hence $Q\left[C_{\alpha}\right]$ is precompact in $C$, and in particular $Q\left[A_{d}\right]$ is precompact in $C$ for all integers $d \in D_{c}$. This implies that $\left.g_{c}[A]\left(\cdot, \cdot+\frac{l}{l_{c}}\right)\right|_{[-\tau, 0] \times \mathcal{H}}$ is precompact in $Y_{0, \tau} \equiv C$ for all integers $l \in\left[0, l_{c}-1\right]$. Then, by statement (ii), we know that $g_{c}[A]$ is precompact in $Y_{c}$. This, together with the definition of $h_{c}$ and the compactness of $\Phi_{c}$, implies that $h_{c}\left[\Phi_{c} \times A\right]$ is precompact in $Y_{c}$. Therefore, statements (v)-(xi) hold.

We next assume that ( $\left.\mathrm{A}^{*}\right)(\mathrm{b})$ holds for $r=\alpha$. Then $Q\left[\mathrm{C}_{\alpha}\right](0, \cdot)$ is precompact in $X$ and hence $Q\left[A_{d}\right](0, \cdot)$ is precompact in $X$ for all $d \in D_{c}$. We shall prove the other statements one by one.

For (v), it is easy to observe that $\left.\overline{\mathrm{co}} A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$. To finish the proof of (v), we only prove that $\left.g_{c}[A](\cdot, \cdot-\varsigma)\right|_{[-\min \{\sigma, \tau-\varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\sigma, \tau-\varsigma\}}$. Indeed, by the representation of $Q$ in assumption (A3*)(b), we have $\left.g_{c}[A](\cdot, \cdot-\zeta)\right|_{[-\min \{\sigma, \tau-\varsigma\}, 0] \times D_{c}}=\left.A\right|_{[-\min \{\sigma, \tau-\varsigma\}, 0]}$. It follows that $\left.g_{c}[A](\cdot, \cdot-\varsigma)\right|_{[-\min \{\sigma, \tau-\varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\sigma, \tau-\varsigma\}}$.

For (vi), it suffices to prove that $\bigcup_{y \in D_{c}} T_{y}\left[g_{c}[A]\right](0, \cdot)$ is precompact in $Y_{c, 0}$ due to the definition of $h_{c}$ and the compactness of $\Phi_{c}$. Note that $Q\left[C_{\alpha}\right](0, \cdot)$ is precompact in $X$. This and the definition of $g_{c}$ imply that $\left.g_{c}\left[Y_{c}^{\alpha}\right]\left(0, \cdot+\frac{l}{l_{c}}\right)\right|_{\mathcal{H}}$ is precompact in $X \equiv Y_{0,0}$ for all integers $l \in\left[0, l_{c}-1\right]$, which combined with statements (i) and (ii) yields that $g_{c}\left[Y_{c}^{\alpha}\right](0, \cdot)$ is precompact in $Y_{c, 0}$. With the help of statement (iv), we know that $g_{c}\left[Y_{c}^{\alpha}\right]$ is $T$-invariant in $Y_{c}$. This, together with $\bigcup_{y \in D_{c}} T_{y}\left[g_{c}[A]\right] \subseteq$ $g_{c}\left[Y_{c}^{\alpha}\right]$, yields that $\bigcup_{y \in D_{c}} T_{y}\left[g_{c}[A]\right](0, \cdot)$ is precompact in $Y_{c, 0}$.

For (vii), assume that $A$ is $T$-invariant and $A(0, \cdot)$ is precompact in $Y_{c, 0}$. By ( $\mathrm{A3}^{*}$ )(b), we obtain that $Q\left[A_{I_{c}+c}\right]_{[-\varsigma, 0] \times \mathcal{H}}$ is precompact in $Y_{0,5}$ for any integer $l \in\left[0, l_{c}-1\right]$. This, together with statement (ii) and the definition of $g_{c}$, shows that $g_{c}[A]$ is precompact in $Y_{c, 5}$. Then statement (vii) follows immediately from the definition of $h_{c}$ and the compactness of $\Phi_{c}$.

For (viii), suppose that $\sigma \in(0, \tau),\left.A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$, and $\bigcup_{y \in D_{c}} T_{y}[A](0, \cdot)$ is precompact in $Y_{c, 0}$. Clearly, $\left.h_{c}\left[\Phi_{c} \times A\right]\right|_{[-\varsigma, 0] \times D_{c}}$ is precompact in $Y_{0, \zeta}$ due to statement (vii) and $A \subseteq \bigcup_{y \in D_{c}} T_{y}[A]$. This, combined with statement (v) and the fact that $\left.A\right|_{[-\sigma, 0] \times D_{c}}$ is precompact in $Y_{c, \sigma}$, implies statement (viii).

For (ix), by the representation of $Q$ in assumption ( $\mathrm{A} 3^{*}$ )(b) and statements (iv) and (v), it suffices to show that $\left(p_{c}\right)^{n}[A]$ is precompact in $Y_{c}$ for any integer $n>1+\frac{\tau}{\zeta}$. This follows from the claim that $\left.\left(p_{c}\right)^{n}[A]\right|_{[-\min \{\tau,(n-1) \varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\tau,(n-1) \varsigma\}}$ for all integers $n \geqslant 1$. We prove this claim by mathematical induction. Obviously, the claim with $n=1$ follows from statement (vi). Moreover, $\bigcup_{y \in D_{c}} T_{y}\left[\left(p_{c}\right)^{j}[A]\right](0, \cdot)$ is precompact in $Y_{c, 0}$ for all positive integers $j$. Suppose that $\left.\left(p_{c}\right)^{j}[A]\right|_{[-\min \{\tau,(j-1) \varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\tau,(j-1) \varsigma\}}$. First, assume that $\min \{\tau,(j-1) \varsigma\}=\tau$. Then $\left(p_{c}\right)^{j}[A]$ is precompact in $Y_{c}$. It follows from the continuity of $h_{c}$ that $\left(p_{c}\right)^{j+1}[A]$ is precompact in $Y_{c}$, that is, $\left.\left(p_{c}\right)^{j+1}[A]\right|_{\left[-\min \left\{\tau, j_{\zeta}\right\}, 0\right] \times D_{c}}$ is precompact in $Y_{c, \min \left\{\tau, j_{\zeta}\right\}}$. Next, assume that $\sigma \triangleq \min \{\tau,(j-1) \varsigma\}<\tau$. Since $\bigcup_{y \in D_{c}} T_{y}\left[\left(p_{c}\right)^{j}[A]\right](0, \cdot)$ is precompact in $Y_{c, 0}$ and $\left.\left(p_{c}\right)^{j}[A]\right|_{[-\min \{\tau,(j-1) \varsigma\}, 0] \times D_{c}}$ is precompact in $Y_{c, \min \{\tau,(j-1) \varsigma\}}$, statement (viii) implies that $\left.\left(p_{c}\right)^{j+1}[A]\right|_{\left[-\min \left\{\tau, j_{\zeta}\right\}, 0\right] \times D_{c}}$ is precompact in $Y_{c, \min \left\{\tau, j_{\zeta}\right\}}$. In both cases, we have shown that $\left.\left(p_{c}\right)^{j+1}[A]\right|_{\left[-\min \left\{\tau, j_{\zeta}\right\}, 0\right] \times D_{c}}$ is precompact in $Y_{c, \min \left\{\tau, j_{\zeta}\right\}}$. By the principle of mathematical induction, the claim holds.

Finally, by definitions of $R_{c, k}, p_{c}, q_{c}$, and $r_{c, k}$, we easily see that $\left(R_{c, k}\right)^{j}[A] \subseteq\left(p_{c}\right)^{j}[A]$ and $\left(r_{c, k}\right)^{j}[A] \subseteq\left(q_{c}\right)^{j}[A]$ for all $k \in(0,1)$ and $j \in \mathbb{Z}_{+}$. This and statement (ix) produce statements (x) and (xi). This completes the proof.

Lemma 4.3. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. Then, for any $k \in(0,1)$ and any real number $c, R_{c, k}^{-} \leqslant R_{c, k} \leqslant R_{c, k}^{+},\left.R_{c, k}\right|_{Y_{c}^{r}}$ and $R_{c, k}^{ \pm} \mid Y_{c}^{r}$ are continuous with given number $r>0$, and $R_{c, k}^{ \pm}$are order-preserving with the order induced by $Y_{c}^{+}$. Moreover, if $c \geqslant c_{+}^{*}$ is a rational number, then the following statements are true.
(i) For any $k \in(0,1)$, there are $a_{c, k}^{+}, a_{c, k}^{-} \in Y_{c}^{+}$with the following properties.
(a) $a_{c, k}^{+} \geqslant a_{c, k}^{-}, a_{c, k}^{ \pm}(\cdot, \infty)=0$ and $a_{c, k}^{ \pm}(\cdot,-\infty)=r^{ \pm}$.
(b) $a_{c, k}^{-}(\cdot, s), a_{c, k}^{+}(\cdot, s)$ are non-increasing in $s \in D_{c}$.
(c) $a_{c, k}^{ \pm}=\lim _{n \rightarrow \infty}\left(R_{c, k}^{ \pm}\right)^{n}[k \varphi]$ and hence $R_{c, k}\left[a_{c, k}^{ \pm}\right]=a_{c, k}^{ \pm}$.
(ii) For any $k \in(0,1)$, there is $a_{c, k} \in C\left([-\tau, 0] \times D_{c},\left[0, r^{+}\right]\right) \subseteq Y_{c}^{+}$such that $R_{c, k}\left[a_{c, k}\right]=a_{c, k}$ and $a_{c, k}^{-} \leqslant$ $a_{c, k} \leqslant a_{c, k}^{+}$with the order induced by $Y_{c}^{+}$. Hence $a_{c, k}(\cdot, \infty)=0$ and $r^{+} \geqslant \lim \sup _{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant$ $\liminf \mathrm{in}_{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant r^{-}$.

Proof. By definitions of $R_{c, k}$ and $R_{c, k}^{ \pm}$and the monotonicity and continuity of $Q$ and $Q^{ \pm}$, we can easily check that, for any $k \in(0,1)$ and any real number $c, R_{c, k}^{-} \leqslant R_{c, k} \leqslant R_{c, k}^{+},\left.R_{c, k}\right|_{Y_{c}^{r}}$ and $R_{c, k}^{ \pm} \mid Y_{c}^{r}$ are continuous with given number $r>0$, and $R_{c, k}^{ \pm}$are order-preserving with the order induced by $Y_{c}^{+}$.

First we prove statement (i). Since $c$ is a rational number, it follows that $D_{c}=\mathbb{R}$ when $\mathcal{H}=\mathbb{R}$ or $D_{c}$ is discrete when $\mathcal{H}=\mathbb{Z}$. Then similar arguments as those in the proof of Theorem 4.2 in [15] give statement (i).

Next we prove (ii). Let $A=\left\{a \in Y_{c}^{+}: a_{c, k}^{-} \leqslant a \leqslant a_{c, k}^{+}\right\}$and $R \equiv R_{c, k}$. By the above discussions, we easily see that $A$ is a convex and closed subset of $Y_{c}$ such that $R(A) \subseteq A$. By Lemma 4.2(x), $R^{n}[A]$ is precompact in $Y_{c}$ for any integer $n>1+\frac{\tau}{\zeta}$.

Let $B=\bigcap_{n \geqslant 0} C l\left(R^{n}[A]\right)$. Then by the compactness of $R$, we know that $B$ is the global attractor of $\left.R\right|_{A}$ in the sense of Hale [10]. Let

$$
\Pi=\left\{K \subseteq A: \begin{array}{l}
K \text { is a convex and closed subset of } Y_{c} \\
\text { such that } R[K] \subseteq K \text { and } B \subseteq K
\end{array}\right\}
$$

Obviously, $A \in \Pi$. Let $\left\{K_{\alpha}\right\}_{\alpha \in I}$ be a totally ordered subset of $\Pi$ under the usual set order. Then $K \triangleq \bigcap_{\alpha \in I} K_{\alpha}$ is a convex and closed subset of $Y_{c}$ such that $B=R[B] \subseteq R[K] \subseteq K$, that is, $K \in \Pi$. By Zorn's lemma, there is a minimal element $K^{*}$ of $\Pi$. Let $K^{* *}=\overline{\mathrm{co}}\left(R\left[K^{*}\right]\right)$. We can easily check that $B \subseteq R\left[K^{*}\right] \subseteq K^{* *}$ and $R\left[K^{* *}\right] \subseteq K^{* *} \subseteq K^{*}$, that is, $K^{* *} \in \Pi$. Thus, by the choice of $K^{*}$, we have $K^{*}=K^{* *}=\overline{\operatorname{co}}\left(R\left[K^{*}\right]\right)$.

We claim that $K^{*}$ is compact. By Lemma $4.2(\mathrm{xi})$ and the fact that $K^{*}=\overline{\mathrm{co}}\left(R\left[K^{*}\right]\right)$, we obtain that $K^{*}$ is precompact in $Y_{c}$. Hence $K^{*}$ is compact as $K^{*}$ is closed. Note that $\left.R\right|_{K^{*}}: K^{*} \rightarrow K^{*}$ is continuous and compact, where $K^{*}$ is a nonempty, compact and convex subset of $Y_{c}$. Applying the Schauder fixed point theorem, we have the existence of $a_{c, k}$. Of course, $a_{c, k}^{-} \leqslant a_{c, k} \leqslant a_{c, k}^{+}, a_{c, k}(\cdot, \infty)=0$, and $r^{+} \geqslant \limsup s_{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant \liminf _{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant r^{-}$. This completes the proof.

Lemma 4.4. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. Assume that for given $c \geqslant c_{+}^{*}$ there exists a family of travelling waves $\left\{W_{\alpha}\right\}_{\alpha \in \mathcal{J}}$ of $Q$ with the wave speed $c$ such that $\sup \left\{W_{\alpha}(\theta, s):(\theta, s) \in[-\tau, 0] \times D_{c}\right.$ and $\left.\alpha \in \mathcal{J}\right\} \leqslant r^{+}$, where $\mathcal{J}$ is a given index set. If there exist real numbers $\sigma>0$ and $s_{0} \in D_{c}$ such that $W_{\alpha}(\cdot, s) \geqslant \sigma$ for all $s \in D_{c} \cap\left(-\infty, s_{0}\right.$ ] and $\alpha \in \mathcal{J}$ and if (GC)(b) holds and Q satisfies (UM), then $\lim _{s \rightarrow-\infty} W_{\alpha}(\cdot, s)=r^{*}$ uniformly for all $\alpha \in \mathcal{J}$.

Proof. Clearly, by (GC)(b) and Lemma 3.8, we have $c_{+}^{*} \geqslant c_{-}^{*}>0$. Choose $c_{0} \in\left(0, c_{-}^{*}\right)$. By (3.6) of Theorem 3.4, there exists $r_{\sigma}>0$ such that if $u_{0}, v_{0} \in C_{+}$with $v_{0} \geqslant u_{0}$ and $u_{0}(\cdot, x) \geqslant \sigma$ for all $x$ on an interval of length $2 r_{\sigma}$ then $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}[\varphi](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c_{0}}\right.$ and $\left.u_{0} \leqslant \varphi \leqslant v_{0}\right\}=0$.

Suppose that the conclusion does not hold. Then there are a real number $W^{*} \in\left(0, r^{+}\right] \backslash\left\{r^{*}\right\}$ and sequences $\left\{\alpha_{k}\right\}_{k \in \mathbb{Z}_{+}} \subset \mathcal{J}$ and $\left\{\left(\theta_{k}, b_{k}\right)\right\}_{k \in \mathbb{Z}_{+}} \subset[-\tau, 0] \times D_{c}$ such that $\lim _{k \rightarrow \infty} b_{k}=-\infty$ and $\lim _{k \rightarrow \infty} W_{\alpha_{k}}\left(\theta_{k}, b_{k}\right)=W^{*}$. Without loss of generality, we may assume that there exist sequences $\left\{c_{k}\right\}_{k \in \mathbb{Z}_{+}} \subset[0, c) \cap D_{c}$ and $\left\{n_{k}\right\}_{k \in \mathbb{Z}_{+}} \subset \mathbb{Z}_{+}$such that $b_{k}=c_{k}-n_{k} c$ and $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$. Take $v_{0}=r^{+}$and $u_{0} \in C_{\sigma}$ such that $u_{0}(\cdot, x)=\sigma$ for all $x \in\left[s_{0}-c-2 r_{\sigma}-1, s_{0}-c-1\right]$ and $u_{0}(\cdot, x)=0$ for all $x \notin\left[s_{0}-c-2 r_{\sigma}-2, s_{0}-c\right]$. Then $u_{0} \leqslant\left. W_{\alpha_{k}}\left(\cdot,+c_{k}\right)\right|_{[-\tau, 0] \times \mathcal{H}} \leqslant v_{0}$ for all $k \in \mathbb{Z}_{+}$. This, com-
 there is a positive integer $L_{1}>0$ such that $\left|Q^{n}\left[W_{\alpha_{k}}\left(\cdot, \cdot+c_{k}\right)\right](\cdot, 0)-r^{*}\right|<\frac{\left|r^{*}-W^{*}\right|}{3}$ for all $k \in \mathbb{Z}_{+}$and $n>L_{1}$. This, combined with (A1) and $c_{k} \in D_{c}$, gives $\left|W_{\alpha_{k}}\left(\theta_{k}, b_{k}\right)-r^{*}\right|=\left|W_{\alpha_{k}}\left(\theta_{k},-n_{k} c+c_{k}\right)-r^{*}\right|=$ $\left|Q^{n_{k}}\left[W_{\alpha_{k}}\left(\cdot, \cdot+c_{k}\right)\right]\left(\theta_{k}, 0\right)-r^{*}\right|<\frac{\left|r^{*}-W^{*}\right|}{3}$ for all large $k \in \mathbb{Z}_{+}$. It follows that $\left|W^{*}-r^{*}\right| \leqslant \frac{\left|r^{*}-W^{*}\right|}{3}$, a contradiction. This completes the proof.

Lemma 4.5. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. Assume that, for given $c \geqslant c_{+}^{*}$, there exists a travelling wave $W$ of the map $Q$ with the wave speed $c$ and $\lim \inf _{s \rightarrow-\infty} W(\cdot, s)>0$. If (GC)(b) holds and $Q$ satisfies (UM), then $W(\cdot,-\infty)=r^{*}$ and $\liminf f_{s \rightarrow \infty} W(\cdot, s)=0$. Moreover, if c is a rational number, then $W(\cdot, \infty)=0$.

Proof. It follows from (GC)(b) and Lemma 3.8 that $c_{+}^{*} \geqslant c_{-}^{*}>0$. Since $\liminf _{s \rightarrow-\infty} W(\cdot, s)>0$, there exist $\sigma>0$ and $s_{0} \in D_{c}$ such that $W(\cdot, s) \geqslant \sigma$ for all $s \in D_{c} \cap\left(-\infty, s_{0}\right]$. This, together with Lemma 4.4, gives $W(\cdot,-\infty)=r^{*}$.

Now we claim that there exists $\left(\theta^{*}, p^{*}\right) \in[-\tau, 0] \times D_{c}$ such that $W\left(\theta^{*}, p^{*}\right)<\frac{r^{-}}{3}$. Otherwise, $W \geqslant$ $\frac{r^{-}}{3}$. Let $a=\inf \left\{W(\theta, s):(\theta, s) \in[-\tau, 0] \times D_{c}\right\}$ and $b=\sup \left\{W(\theta, s):(\theta, s) \in[-\tau, 0] \times D_{c}\right\}$. Then $\frac{r^{-}}{3} \leqslant$ $a<b \leqslant r^{+}$. By (UM), without loss of generality, we may assume that there is a positive integer $N(a, b)$
such that $I_{a, b}>a$, where $I_{a, b} \triangleq \inf \left\{Q^{N(a, b)}[\varphi](\theta, x): \varphi \in C_{a, b}\right.$ and $\left.(\theta, x) \in[-\tau, 0] \times \mathcal{H}\right\}$. Therefore, for any $m \in \mathbb{Z}, \inf \left\{Q^{N(a, b)}[W(\cdot, \cdot-m c)](\theta, x):(\theta, x) \in[-\tau, 0] \times \mathcal{H}\right\} \geqslant I_{a, b}>a$. This, together with the fact that $Q^{N(a, b)}[W(\cdot, \cdot-m c)](\theta, x)=W(\theta, x-(N(a, b)+m) c)$ for all $m \in \mathbb{Z}$, shows that $W(\theta, x-m c) \geqslant$ $I_{a, b}>a$ for all $m \in \mathbb{Z}$ and $\left.\theta, x\right) \in[-\tau, 0] \times \mathcal{H}$. By the definition of $D_{c}$, we have $W(\cdot, s) \geqslant I_{a, b}>a$ for all $s \in D_{c}$. This contradicts with the choice of $a$ and hence the claim is proved.

Next we claim that $\liminf _{s \rightarrow \infty} W(\cdot, s)=0$. Otherwise, there exist $\varepsilon \in\left(0, r^{-}\right)$and $s_{1}>0$ such that $W(s)>\varepsilon$ for all $s \in D_{c} \cap\left[s_{1}, \infty\right)$. Take a positive number $c_{1}<c_{-}^{*}$. By Proposition 3.3, there exists $r_{\varepsilon}>0$ such that if $\varphi(\cdot, x) \geqslant \varepsilon$ for all $x$ on an interval of length $2 r_{\varepsilon}$ then $\lim _{n \rightarrow \infty} \min _{(\theta, x) \in \mathcal{A}_{n, c_{1}}}\left(Q^{-}\right)^{n}[\varphi](\theta, x)=r^{-}$. Choose $\psi \in C_{\varepsilon}$ such that $\psi(\cdot, x)=\varepsilon$ for all $x \in\left[-r_{\varepsilon}, r_{\varepsilon}\right]$ and $\psi(\cdot, x)=0$ for all $x \notin\left[-\left(1+r_{\varepsilon}\right), 1+r_{\varepsilon}\right]$. Then, by choices of $r_{\varepsilon}$ and $\psi$, there exists $n_{1}>0$ such that $\left(Q^{-}\right)^{n}[\psi](\theta, x)>\frac{r^{-}}{3}$ for all $(\theta, x) \in \mathcal{A}_{n, c_{1}}$ and $n \geqslant n_{1}$. Take a positive integer $n_{2}>$ $\max \left\{n_{1}, \frac{1+s_{1}+r_{\varepsilon}-p^{*}}{c}\right\}$. Clearly, $\left.W\left(\cdot, \cdot+p^{*}+n_{2} c\right)\right|_{[-\tau, 0] \times \mathcal{H}} \geqslant \psi$. By (A1) and Proposition 2.3 in [15], we have $\left.W\left(\cdot, \cdot-n c+p^{*}+n_{2} c\right)\right|_{[-\tau, 0] \times \mathcal{H}}=Q^{n}\left[W\left(\cdot, \cdot+p^{*}+n_{2} c\right)\right] \geqslant\left(Q^{-}\right)^{n}[\psi]$ for all $n \in \mathbb{Z} \cap\left[n_{2}, \infty\right)$. It follows that $\frac{r^{-}}{3}<Q^{n_{2}}\left[W\left(\cdot, \cdot+p^{*}+n_{2} c\right)\right]\left(\theta^{*}, 0\right)=W\left(\theta^{*},-n_{2} c+p^{*}+n_{2} c\right)=W\left(\theta^{*}, p^{*}\right)<\frac{r^{-}}{3}$, a contradiction.

Suppose that $c$ is a rational number. We claim that $\lim _{s \rightarrow \infty} W(\cdot, s)=0$. Otherwise, by Lemma 4.1(ii), there are $\psi^{*} \in C_{+} \backslash\{0\}$ and a sequence $\left\{s_{k}\right\}_{k \in \mathbb{Z}_{+}}$in $D_{c}$ such that $\lim _{k \rightarrow \infty} s_{k}=$ $\infty$ and $\left.\lim _{k \rightarrow \infty} W\left(\cdot, \cdot+s_{k}\right)\right|_{[-\tau, 0 \mid \times \mathcal{H}}=\psi^{*}$. Take $c_{1} \in\left(0, c_{-}^{*}\right)$. By Theorem $3.10(\mathrm{iii})$, we have $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[\psi^{*}\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c_{1}}\right\}=0$. This, together with Corollary 3.6, implies that for any $\varepsilon>0$ there exists $K_{\varepsilon}>0$ such that $\left|W\left(\theta, s_{k}-n c+x\right)-r^{*}\right|=\left|Q^{n}\left[W\left(\cdot, \cdot+s_{k}\right)\right](\theta, x)-r^{*}\right|<\varepsilon$ for all integers $n, k>K_{\varepsilon}$ and $(\theta, x) \in[-\tau, 0] \times\left(\left[-n c_{1}, n c_{1}\right] \cap \mathcal{H}\right)$. Let $F_{\varepsilon}=\left\{s_{k}-n c+x: n, k \in\right.$ $\left(K_{\varepsilon}, \infty\right) \cap \mathbb{Z}$ and $\left.x \in\left[-n c_{1}, n c_{1}\right] \cap \mathcal{H}\right\}$. Since $\lim _{k \rightarrow \infty} s_{k}=\infty$ and $c$ is a rational number, it follows from Lemma 4.2(i) that $F_{\varepsilon}=D_{c}$. Hence $\left|W(\theta, s)-r^{*}\right|<\varepsilon$ for all $(\theta, x) \in[-\tau, 0] \times D_{c}$. Since $\varepsilon$ is arbitrary, we get $W=r^{*}$, a contradiction. This completes the proof.

Lemma 4.6. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. Assume that for any rational number $c \geqslant c_{+}^{*}$ there exists a travelling wave $W_{c}$ of the map $Q$ with the wave speed $c$ such that $\sup \left\{W_{c}(\theta, s):(\theta, s) \in[-\tau, 0] \times D_{c}\right\} \leqslant r^{+}, W_{c}(\cdot,-\infty)=r^{*}$ and $\liminf _{s \rightarrow \infty} W_{c}(\cdot, s)=0$. If (GC)(b) holds, then for any $c \geqslant c_{+}^{*}$ there exists a travelling wave $W_{c}$ of the map $Q$ with the wave speed $c$ with $\liminf _{s \rightarrow-\infty} W_{c}(\cdot, s)>0$. Moreover, if $Q$ satisfies (UM), then $W_{c}(\cdot,-\infty)=r^{*}$ and $\lim \inf _{s \rightarrow \infty} W_{c}(\cdot, s)=0$.

Proof. Without loss of generality, we may assume that $c \geqslant c_{+}^{*}$ is an irrational number. Then there is a sequence of rational numbers $\left\{c_{k}\right\}_{k \in \mathbb{Z}_{+}}$with $c_{k} \geqslant c_{+}^{*}$ and $c_{k} \rightarrow c$ as $k \rightarrow \infty$. By the properties of $W_{c_{k}}$, we may assume without loss of generality that $W_{c_{k}}(\cdot, s) \geqslant \frac{r^{*}}{3}$ for all $s \in D_{c_{k}} \cap(-\infty,-1]$ and $W_{c_{k}}\left(\theta_{k}, 0\right)<\frac{r^{*}}{3}$ for some $\theta_{k} \in[-\tau, 0]$.

By ( $\mathrm{A3}^{*}$ ) and Lemma $4.1(\mathrm{ii})$, we know that $\left\{\left.W_{c_{k}}\left(\cdot, \cdot-m c_{k}\right)\right|_{[-\tau, 0] \times \mathcal{H}}: k \in \mathbb{Z}_{+}\right.$and $\left.m \in \mathbb{Z}\right\}$ is precompact in $C$. Thus, by a usual diagonal argument, there exists a sequence $\left\{k_{l}\right\}_{l \in \mathbb{Z}_{+}}$in $\mathbb{Z}_{+}$such that $k_{l} \rightarrow \infty, \theta_{k_{l}} \rightarrow \theta^{*} \in[-\tau, 0]$ and $\left.W_{c_{k_{l}}}\left(\cdot, \cdot-m c_{k_{l}}\right)\right|_{[-\tau, 0] \times \mathcal{H}} \rightarrow U_{m, c} \in C_{r^{+}}$as $l \rightarrow \infty$, where $m \in \mathbb{Z}$.

Define $W_{c}:[-\tau, 0] \times D_{c} \rightarrow \mathbb{R}$ by $W_{c}(\theta, s)=U_{m, c}(\theta, s+m c)$ for all $s \in \mathcal{H}-m c$. Since $D_{c}=$ $\bigcup_{m \in \mathbb{Z}}(\mathcal{H}-m c)$ and $(\mathcal{H}-m c) \cap(\mathcal{H}-n c)=\emptyset$ whenever $m \neq n, W_{c}$ is well-defined. Moreover, $W_{c}\left(\theta^{*}, 0\right) \leqslant \frac{r^{*}}{3}, W_{c}(\cdot, s) \geqslant \frac{r^{*}}{3}$ for all $s \in D_{c} \cap(-\infty,-1]$, and $Q^{n}\left[W_{c}(\cdot, \cdot-m c)\right](\theta, x)=W_{c}(\theta, x-(n+$ $m) c$ ) for all $n \in \mathbb{Z}_{+}$and $m \in \mathbb{Z}$. This, together with Lemma 4.5, yields the other conclusions. Therefore, the proof is complete.

Theorem 4.7. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. If (GC)(b) holds and $Q$ satisfies (UM), then the following statements are true.

(ii) If $c \geqslant c_{+}^{*}$, then $Q$ has a travelling wave $W$ with $W \leqslant r^{+}, W(\cdot,-\infty)=r^{*}$ and $\liminf _{s \rightarrow \infty} W(\cdot, s)=0$.

Proof. To prove (i), by way of contradiction, assume that $Q$ has a travelling wave $W(\theta, x-n c)$ such that $0<\liminf _{s \rightarrow-\infty} W(\cdot, s) \triangleq w^{*}$. Since $c<c_{-}^{*}$, we can choose a real number $c_{0} \in\left(c, c_{-}^{*}\right)$. Then, by Theorem 3.4, $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}[W(\cdot, \cdot+d)](\theta, x)-r^{*}\right|: d \in[-1,0] \cap D_{c}\right.$ and $\left.(\theta, x) \in \mathcal{A}_{n, c_{0}}\right\}=0$. Since $W$ is not constant, there exists $\left(\theta^{*}, s^{*}\right) \in[-\tau, 0] \times D_{c}$ such that $W\left(\theta^{*}, s^{*}\right) \neq r^{*}$. Take $x_{n} \in \mathcal{H} \cap\left[s^{*}+\right.$ $\left.n c, s^{*}+n c+1\right]$ and $d_{n}=s^{*}+n c-x_{n}$ for all $n \in \mathbb{Z}_{+}$. Then $d_{n} \in[-1,0]$ and $\left|x_{n}\right| \leqslant n c_{0}$ for all large $n$. From the above discussions, we have $\lim _{n \rightarrow \infty} \max \left\{\left|Q^{n}\left[W\left(\cdot, \cdot+d_{n}\right)\right]\left(\cdot, x_{n}\right)-r^{*}\right|: n \in \mathbb{Z}_{+}\right\}=0$. Hence $W\left(\theta^{*}, s^{*}\right)=\lim _{n \rightarrow \infty} W\left(\theta^{*}, x_{n}+d_{n}-n c\right)=\lim _{n \rightarrow \infty} Q^{n}\left[W\left(\cdot, \cdot+d_{n}\right)\right]\left(\theta^{*}, x_{n}\right)=r^{*}$, a contradiction. This shows statement (i).

For (ii), by Lemma 4.6, it suffices to consider the case where $c$ is a rational number. In this case, $D_{c}=\mathbb{R}$ or $D_{c}$ is discrete. By Lemma 4.3(ii), for any $k \in(0,1)$, there is $a_{c, k} \in Y_{c}^{r^{+}}$such that $R_{c, k}\left[a_{c, k}\right]=a_{c, k}, a_{c, k}^{-} \leqslant a_{c, k} \leqslant a_{c, k}^{+}, a_{c, k}(\cdot, \infty)=0$ and $\liminf _{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant r^{-}$, where $a_{c, k}^{ \pm}$are defined as in Lemma 4.3(ii).

Let $A=\left\{a_{c, k}: k \in(0,1)\right\}$. Clearly, $A \subseteq\left(\bigcup_{d \in D_{c}} T_{d}[A]\right) \subseteq\left(p_{c}\right)^{n}\left[Y_{c}^{r^{+}}\right]$for any positive integer $n$, where $p_{c}$ is defined in Lemma 4.2(ix). Then it follows from Lemma 4.2(ix) that $A$ and $\bigcup_{d \in D_{c}} T_{d}[A]$ are precompact in $Y_{c}$.

For any $k \in(0,1)$, let $p_{k}=\sup \left\{p \in D_{c}: a_{c, k}(\cdot, s) \geqslant \frac{r^{-}}{3}\right.$ for all $\left.s \in(-\infty, p] \cap D_{c}\right\}$. Since $a_{c, k}(\cdot, \infty)=0$ and $\liminf _{s \rightarrow-\infty} a_{c, k}(\cdot, s) \geqslant r^{-}$, it is easy to see that $p_{k} \in D_{c}, a_{c, k}\left(\cdot, s+p_{k}\right) \geqslant \frac{r^{-}}{3}$ for all $s \in D_{c} \cap$ $(-\infty, 0]$, and there exist $\theta^{k} \in[-\tau, 0]$ and $p^{k} \in\left(p_{k}, 1+p_{k}\right] \cap D_{c}$ such that $a_{c, k}\left(\theta^{k}, p^{k}\right)<\frac{r^{-}}{3}$. Clearly, $\left\{a_{c, k}\left(\cdot, \cdot+p_{k}\right) \in Y_{c}: k \in(0,1)\right\}$ is precompact in $Y_{c}$ according to the compactness of $\bigcup_{d \in D_{c}} T_{d}[A]$. Then there is a sequence $\left\{k_{l}\right\}$ in $(0,1)$ such that $k_{l} \rightarrow 0, \theta^{k_{l}} \rightarrow \theta^{*} \in[-\tau, 0], p^{k_{l}}-p_{k_{l}} \rightarrow p^{*} \in[0,1] \cap D_{c}$ and $a_{c, k_{l}}\left(\cdot, \cdot+p_{k_{l}}\right) \rightarrow W \in Y_{c}^{r^{+}}$as $l \rightarrow \infty$. Therefore $W\left(\theta^{*}, p^{*}\right)=\lim _{l \rightarrow \infty} a_{c, k_{l}}\left(\theta^{k_{l}}, p^{k_{l}}\right) \leqslant \frac{r^{-}}{3}$ and $W(\cdot, s)=\lim _{l \rightarrow \infty} a_{c, k_{l}}\left(\cdot, s+p_{k_{l}}\right) \geqslant \frac{r^{-}}{3}$ for all $s \in D_{c} \cap(-\infty, 0]$. Then, by definitions of $R_{c, k_{l}}$, we know that $Q[W(\cdot, \cdot-n c)](\cdot, x)=W(\cdot, x-(1+n) c)$ for all $n \in \mathbb{Z}$ and $x \in \mathcal{H}$. Note that $\frac{r^{-}}{3} \geqslant W\left(\theta^{*}, p^{*}\right)$ and $W(\cdot, s) \geqslant \frac{r^{-}}{3}$ for all $s \in D_{c} \cap(-\infty, 0]$. It follows from Lemma 4.5 that $W(\cdot,-\infty)=r^{*}$ and $\liminf _{s \rightarrow \infty} W(\cdot, s)=0$. This completes the proof.

The following theorem follows from Theorem 3.9(i) and Theorem 4.7.
Theorem 4.8. Suppose that $Q^{+}[\varphi] \geqslant Q[\varphi] \geqslant Q^{-}[\varphi]$ for all $\varphi \in C_{+}$. Define spreading speeds $c_{ \pm}^{*}$ with $Q^{ \pm}$ similarly as $c^{*}$ in Section 2. Assume that (GC) holds and $Q$ satisfies (UM). Let $c^{*}$ be the spreading speed of $Q$ as in Theorem 3.9(i). Then the following statements are true.
(i) If $c<c^{*}$, then $Q$ has no travelling wave $W$ with $\liminf _{s \rightarrow-\infty} W(\cdot, s)>0$.
(ii) If $c \geqslant c^{*}$, then $Q$ has a travelling wave $W$ with $W \leqslant r^{+}, W(\cdot,-\infty)=r^{*}$ and $\liminf _{s \rightarrow \infty} W(\cdot, s)=0$.

We also say that $c^{*}$ in Theorem 4.8 is the minimal wave speed of $Q$.
In the rest of this section, we consider travelling waves for the continuous-time semiflow $\left\{Q_{t}\right\}_{t=0}^{\infty}$ on $C_{+}$in the sense of Section 3 (see the paragraph before Theorem 3.11). We say that $W$ is a travelling wave of $\left\{Q_{t}\right\}_{t=0}^{\infty}$ if $W:[-\tau, 0] \times \mathbb{R} \rightarrow \mathbb{R}_{+}$is a bounded and nonconstant continuous function and $Q_{t}[W](\theta, x)=W(\theta, x-t c)$ for all $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$ and $t \in \mathbb{R}_{+}$; moreover, we say that $W$ connects $r^{*}$ to 0 if $W(\cdot,-\infty)=r^{*}$ and $W(\cdot, \infty)=0$. We emphasize that our method for the existence of travelling waves are quite different from those in [4-7,11,20,22,24,29,30,36].

Theorem 4.9. Suppose that there are three positive numbers $r^{*}, r^{ \pm}$such that for any $t>0$, there are three maps $Q_{t}^{ \pm}, \mathcal{M}_{t}: C_{+} \rightarrow C_{+}$such that $Q \triangleq Q_{t}, Q^{ \pm} \triangleq Q_{t}^{ \pm}$and $\mathcal{M} \triangleq \mathcal{M}_{t}$ satisfy all conditions in Theorem 4.8. Let $c^{*}$ be the minimal wave speed of $Q_{1}$. Then the following statements are true.
(i) If $c<c^{*}$, then $\left\{Q_{t}\right\}_{t \in \mathbb{R}_{+}}$has no travelling wave $W$ with $\liminf _{s \rightarrow-\infty} W(\cdot, s)>0$.
(ii) If $c \geqslant c^{*}$, then $\left\{Q_{t}\right\}_{t \in \mathbb{R}_{+}}$has a travelling wave $W$ connecting $r^{*}$ to 0 .

Proof. (i) Suppose that $c<c^{*}$. By way of contradiction, assume that there exists a travelling wave $W$ of $\left\{Q_{t}\right\}_{t \in \mathbb{R}_{+}}$with $\liminf _{s \rightarrow-\infty} W(\cdot, s)>0$. Thus $\left.W\right|_{[-\tau, 0] \times D_{c}}$ is a travelling wave of $Q_{1}$ with
$\left.\liminf _{s \rightarrow-\infty} W\right|_{[-\tau, 0] \times D_{c}}(\cdot, s)>0$. But, by applying Theorem 4.8(i) to $Q_{1}$, we can get a contradiction. This proves (i).
(ii) Suppose that $c \geqslant c^{*}$. Given $t \in \mathcal{J} \triangleq\left\{\frac{1}{c 2^{k}}: k \in \mathbb{Z}_{+}\right\}$, by applying Theorem 4.8(ii) to $Q_{t}$, we know that there exists a travelling wave $W_{t}:[\tau, 0] \times D_{t c} \rightarrow\left[0, r^{+}\right]$of $Q_{t}$ with the wave speed $t c$ such that $W_{t}(\cdot,-\infty)=r^{*}$ and $\liminf _{s \rightarrow \infty} W_{t}(\cdot, s)=0$, where $D_{c t}=\{x-m t c: x \in \mathcal{H}, m \in \mathbb{Z}\}$.

In the following, without loss of generality, we may assume that $W_{t}(\cdot, s) \geqslant \frac{r^{*}}{3}$ for all $(t, s) \in \mathcal{J} \times$ ( $\left.D_{t c} \cap(-\infty,-1]\right)$ and $W_{t}\left(\theta_{t}, 0\right)<\frac{r^{*}}{3}$ for some $\theta_{t} \in[-\tau, 0]$.

Let $\mathcal{D}=\left\{\frac{l}{2^{k}}: k, l \in \mathbb{Z}_{+}\right.$with $\left.l \in\left[0,2^{k}-1\right]\right\}$ and $\mathcal{K}=\bigcup_{d \in \mathcal{D}}(\mathcal{H}-d)$, where $\mathcal{H}-d=\{x-d: x \in \mathcal{H}\}$. Given $d \in \mathcal{D}$, there exist $k_{0}$ and $l_{0} \in \mathbb{Z}_{+}$with $l_{0} \in\left[0,2^{k_{0}}-1\right]$ such that $d=\frac{l_{0}}{2^{k_{0}}}$. Since $Q_{t}$ satisfies $\left(A 3^{*}\right)$ for any $t>0$, we may choose $l \in \mathbb{Z}_{+} \cap(c \tau-d, \infty)$ such that $Q_{\underline{d+l}}\left[C_{r^{+}}\right]$is precompact in $C$. Then, for any $k \in \mathbb{Z}_{+} \cap\left[k_{0}, \infty\right)$, it follows from (A1) and $\frac{d+l}{c} / \frac{1}{c 2^{k}}=(d+l) 2^{k} \in \mathbb{Z}_{+}$that $W_{\frac{1}{c 2^{k}}}(\cdot, \cdot-d)=$ $T_{-l}\left[W_{\frac{1}{c 2^{k}}}(\cdot, \cdot-(d+l))\right]=T_{-l}\left[Q_{\frac{d+1}{c}}\left[W_{\frac{1}{c 2^{k}}}\right]\right]=Q_{\frac{d+l}{c}}\left[W_{\frac{1}{c 2^{k}}}(\cdot, \cdot+l)\right] \in Q_{\frac{d+1}{c}}\left[C_{r^{+}}\right]$. We thus obtain that $\left\{\left.W_{\frac{1}{c 2^{k}}}(\cdot, \cdot-d)\right|_{[-\tau, 0] \times \mathcal{H}}: k \in \mathbb{Z}_{+}\right\}$is precompact in $C$ for any $d \in \mathcal{D}$. Since $\mathcal{D}$ is a countable set, a usual diagonal argument shows that there are sequences $\left\{k_{i}\right\}_{i \in \mathbb{Z}_{+}}$in $\mathbb{Z}_{+}$and $\left\{U_{d}\right\}_{d \in \mathcal{D}}$ in $C_{r^{+}}$such that $k_{i} \rightarrow \infty, \theta_{\frac{1}{c 2^{k_{i}}}} \rightarrow \theta^{*}$ and $\left.W_{\frac{1}{c 2^{k_{i}}}}(\cdot, \cdot-d)\right|_{[-\tau, 0] \times \mathcal{H}} \rightarrow U_{d}$ as $i \rightarrow \infty$. Then by choices of $W_{t}$ and $\theta_{t}$, we know that $U_{0}\left(\theta^{*}, 0\right) \leqslant \frac{r^{*}}{3}$ and $U_{0}(\cdot, s) \geqslant \frac{r^{*}}{3}$ for all $s \in \mathcal{H} \cap(-\infty,-1]$.

Define $U:[-\tau, 0] \times \mathcal{K} \rightarrow \mathbb{R}$ such that $U(\theta, x)=U_{d}(\theta, \underset{\sim}{x}+d)$ for any $x \in \mathcal{H}-d$ with $d \in \mathcal{D}$, which is well-defined since $(\mathcal{H}-d) \cap(\mathcal{H}-\tilde{d})=\emptyset$ for all $d \neq \tilde{d} \in \mathcal{D}$. Clearly, $Q_{\frac{n}{c 2^{k}}}[U](\theta, x)=U\left(\theta, x-\frac{n}{2^{k}}\right)$ for all $x \in \mathcal{H}$ and $n, k \in \mathbb{Z}_{+}$since $Q_{\frac{n}{c 2^{k}}}\left[W_{\frac{1}{c 2^{k_{i}}}}\right](\theta, x)=W_{\frac{1}{c 2^{k_{i}}}}\left(\theta, x-\frac{n}{2^{k}}\right)$ for all $k_{i} \geqslant k$. In other words, $Q_{\frac{s}{c}}[U](\theta, x)=U(\theta, x-s)$ for all $x \in \mathcal{H}$ and $s \in \mathcal{K} \cap[0, \infty)$.

For any $x \in \mathcal{H}$, let $V_{x}(\theta, s)=Q_{\frac{x-s}{c}}[U](\theta, x)$ for all $(\theta, s) \in[-\tau, 0] \times(-\infty, x)$. By the previous discussions, we know that $V_{x}(\theta, s)=U(\theta, s)$ for all $(\theta, s) \in[-\tau, 0] \times(\mathcal{K} \cap(-\infty, x))$. Again, for given $x \in \mathcal{H}$, the definition of $V_{x}$ implies that $\left.V_{x}\right|_{[-\tau, 0] \times(-\infty, x)}$ is continuous. Since $\mathcal{K}$ is dense in $\mathbb{R}$, we can easily see that the definition of $V_{x}$ is independent of $x \in \mathcal{H}$. Let us define $W:[-\tau, 0] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $W(\theta, s)=V_{x}(\theta, s)$ for any $(\theta, s) \in[-\tau, 0] \times \mathbb{R}$ with $s<x \in \mathcal{H}$. Then $W$ is well-defined. It follows easily that $W$ is continuous and $W(\theta, s)=U(\theta, s)$ for all $(\theta, s) \in[-\tau, 0] \times \mathcal{K}$. Thus $W\left(\theta^{*}, 0\right) \leqslant \frac{r^{*}}{3}$, $W(\cdot, s) \geqslant \frac{r^{*}}{3}$ for all $s \in \mathcal{H} \cap(-\infty,-1]$ and $Q_{\frac{s}{c}}[W](\theta, x)=W(\theta, x-s)$ for all $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$ and $s \in \mathcal{K} \cap[0, \infty)$. These, together with the fact that $\mathcal{K}$ is dense in $\mathbb{R}$, yield that $W$ is bounded and nonconstant, and $Q_{t}[W](\theta, x)=W(\theta, x-c t)$ for all $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$ and $t \in \mathbb{R}_{+}$. By Theorem 3.11(ii) and $W>0$, we have $W(\cdot,-\infty)=\lim _{s \rightarrow-\infty} W(\cdot, s)=\lim _{s \rightarrow-\infty} Q_{\frac{-s}{c}}[W](\cdot, 0)=r^{*}$.

We next prove $W(\cdot, \infty)=0$. Otherwise, by the compactness of $Q_{t}$, there exists a sequence $\left\{s_{k}\right\}_{k \in \mathbb{Z}_{+}}$ in $\mathbb{R}_{+}$such that $s_{k} \rightarrow \infty$ and $\left.W\left(\cdot, \cdot+s_{k}\right)\right|_{[-\tau, 0] \times \mathcal{H}} \rightarrow \psi^{*} \in C_{+} \backslash\{0\}$ as $k \rightarrow \infty$.

We claim that there is a positive integer $K_{0}$ such that $\lim _{t \rightarrow \infty} \max \left\{\left\|Q_{t}\left[W\left(\cdot, s_{k}\right)\right]-r^{*}\right\|: k \in\right.$ $\left.\left[K_{0}, \infty\right) \cap \mathbb{Z}\right\}=0$. Indeed, take $c_{1}=\frac{c^{*}}{2}$. By applying Theorem 3.9(iii) to $Q_{1}$, we obtain that $\lim _{n \rightarrow-\infty} \max \left\{\left\|Q_{n}\left[\psi^{*}\right](\cdot, x)-r^{*}\right\|: x \in\left[-n c_{1}, n c_{1}\right]\right\}=r^{*}$. Again by Corollary 3.6, there is a positive integer $K_{0}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup \left\{\left|Q_{n}\left[W\left(\cdot, \cdot+s_{k}\right)\right](\theta, x)-r^{*}\right|:(\theta, x) \in \mathcal{A}_{n, c_{1}} \text { and } k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}\right\}=0 \tag{4.1}
\end{equation*}
$$

Note that $Q \mid c_{r^{+} \times[0,1]}$ is continuous at $r^{*}$ uniformly for $t \in[0,1]$ due to the continuity of $Q$. In particular, for any $\varepsilon>0$, there exist $\delta=\delta(\varepsilon)>0$ and $d=d(\varepsilon)>0$ such that if $u \in C_{r^{+}}$with $\| u(\cdot, x)-$ $r^{*} \|<\delta$ for all $x \in[-d, d] \cap \mathcal{H}$ then $\left\|Q_{t}[u](\cdot, 0)-r^{*}\right\|<\varepsilon$ for all $t \in[0,1]$.

On the other hand, it follows from (4.1) that there is an integer $n_{1}>0$ such that $\| Q_{n}[W(\cdot, \cdot+$ $\left.\left.s_{k}\right)\right](\cdot, x)-r^{*} \|<\delta$ for all $x \in\left[-n c_{1}, n c_{1}\right] \cap \mathcal{H}, k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}$ and $n \in\left(n_{1}, \infty\right) \cap \mathbb{Z}$. Let $n_{2}=$ $\max \left\{n_{1}, 1+\frac{d}{c_{1}}\right\}$. Then $\left\|Q_{n}\left[W\left(\cdot, \cdot+s_{k}\right)\right](\cdot, x)-r^{*}\right\|<\delta$ for all $x \in[-d, d] \cap \mathcal{H}, k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}$ and $n \in\left(n_{2}, \infty\right) \cap \mathbb{Z}$. Therefore, by choices of $\delta$ and $\varepsilon$, we have $\left\|Q_{t+n}\left[W\left(\cdot, \cdot+s_{k}\right)\right](\cdot, 0)-r^{*}\right\|<\varepsilon$ for all $t \in[0,1], k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}$ and $n \in\left(n_{2}, \infty\right) \cap \mathbb{Z}$. In other words, $\left\|Q_{t}\left[W\left(\cdot, \cdot+s_{k}\right)\right](\cdot, 0)-r^{*}\right\|<\varepsilon$ for all $k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}$ and $t \in\left(n_{2}, \infty\right)$, that is, $\left\|W\left(\cdot, s_{k}-t c\right)-r^{*}\right\|<\varepsilon$ for all $k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}$ and
$t \in\left(n_{2}, \infty\right)$. Let $F_{\varepsilon}=\left\{s_{k}-t c: k \in\left[K_{0}, \infty\right) \cap \mathbb{Z}\right.$ and $\left.t \in\left(n_{2}, \infty\right)\right\}$. Then $\left\|W(\cdot, s)-r^{*}\right\|<\varepsilon$ for all $s \in F_{\varepsilon}$ and $F_{\varepsilon}=\bigcup_{k=K_{0}}^{\infty}\left(-\infty, s_{k}-n_{2} c\right)=\mathbb{R}$ due to $\lim _{k \rightarrow \infty} s_{k}=\infty$. Since $\varepsilon$ is arbitrary, we get $W(\cdot, s)=r^{*}$ for all $s \in \mathbb{R}$, a contradiction to $W\left(\theta^{*}, 0\right) \leqslant \frac{r^{*}}{3}$. This completes the proof.

## 5. Applications

In this section, we apply the results obtained in Sections 3 and 4 to a delayed local/nonlocal reaction diffusion equation and a delayed nonlocal lattice differential system. To unify our discussions, we shall consider a class of integral equations, which include several local and nonlocal equations as special cases.

For a given interval $I \subseteq \mathbb{R}$, let $I+[-\tau, 0]=\{t+\theta: t \in I$ and $\theta \in[-\tau, 0]\}$. For $u \in B C((I+[-\tau, 0]) \times$ $\mathcal{H}, \mathbb{R})$ and $t \in I$, we define $u_{t}(\cdot, \cdot) \in C$ by $u_{t}(\theta, x)=u(t+\theta, x)$ for all $\theta \in[-\tau, 0]$ and $x \in \mathcal{H}$.

Consider the following integral equation with the given initial function,

$$
\left\{\begin{array}{l}
u(t, \cdot)=T(t)(\varphi(0, \cdot))+\mu \int_{0}^{t} T(t-s)(K[f(u(s-\tau, \cdot))]) \mathrm{d} s, \quad t>0  \tag{5.1}\\
u_{0}=\varphi \in C_{+}
\end{array}\right.
$$

where $\tau, \mu>0, f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous with $f(0)=0$.
Assume that $T(\cdot)(\cdot): \mathbb{R}_{+} \times X \rightarrow X$ satisfies the following conditions:
(T1) $T(t): X \rightarrow X$ is a linear operator such that $\left.T\right|_{\mathbb{R}_{+} \times X_{r}}: \mathbb{R}_{+} \times X_{r} \rightarrow X$ is continuous, where $t \in \mathbb{R}_{+}$, $r \in(0, \infty), X_{r} \triangleq\left\{\phi \in X_{+}: \phi \leqslant r\right\}$ and $\left.T\right|_{\mathbb{R}_{+} \times X_{r}}(t, \phi)=T(t)(\phi) ;$
(T2) $T(t)\left(X_{+}\right) \subseteq X_{+}^{o}$ for all $t>0$, and $(T(t)(a))(x)=a e^{-\mu t}$ for all $t \in \mathbb{R}_{+}, a \in \mathbb{R}$ and $x \in \mathcal{H}$;
(T3) $T(0)=\operatorname{Id}_{X}, T(t) T(s)(\phi)=T(t+s)(\phi)$ for all $t, s \in \mathbb{R}_{+}$and $\phi \in X$;
(T4) $T(t)[\mathcal{R}[\phi]]=\mathcal{R}[T(t)[\phi]]$ and $T_{y}[T(t)[\phi]]=T(t)\left[T_{y}[\phi]\right]$ for all $\phi \in X$ and $y \in \mathcal{H}$;
(T5) $T(t)\left[X_{r}\right]$ is precompact in $X$ for all $t, r \in(0, \infty)$.
The operator $K: X \rightarrow X$ is a linear operator with the following conditions:
(K1) $\left.K\right|_{X_{r}}: X_{r} \rightarrow X$ is continuous, where $r \in(0, \infty)$;
(K2) $K(1)=1, K\left(X_{+} \backslash\{0\}\right) \subseteq X_{+} \backslash\{0\}$;
(K3) $K[\mathcal{R}[\phi]]=\mathcal{R}[K[\phi]]$ and $T_{y}[K[\phi]]=K\left[T_{y}[\phi]\right]$ for all $\phi \in X_{+}$and $y \in \mathcal{H}$.
Here $\mathcal{H}=\mathbb{R}$ or $\mathbb{Z}$.
In the coming concrete applications, it is easy to verify the above conditions on $T(t)$ and $K$.
By a simple application of the step-by-step argument, it is easy to see that, for $\varphi \in C_{+}$, the solution of (5.1) is unique and exists on $\mathbb{R}_{+}$. Such a solution is denoted by $u^{\varphi}(t, x ; f)$. Moreover, it follows from (5.1), (T1)-(T2) and (K1)-(K2) that $\left(u^{\varphi}(\cdot, \cdot ; f)\right)_{t} \in C_{+}$for all $(t, \varphi) \in \mathbb{R}_{+} \times C_{+}$. Define $Q: \mathbb{R}_{+} \times$ $C_{+} \rightarrow C_{+}$by $Q[t, \varphi](\theta, x)=u^{\varphi}(t+\theta, x ; f)$ for all $(t, \varphi) \in \mathbb{R}_{+} \times C_{+}$and $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$. Let $Q_{t} \triangleq Q[t, \cdot]$ for all $t \in \mathbb{R}_{+}$.

To move forward, we impose the following conditions on $f$.
(H1) $f$ is a continuously differentiable function on some right-neighborhood of 0 ;
(H2) $f^{\prime}(0)>1$ and $f(u) \leqslant f^{\prime}(0) u$ for all $u \in[0, \infty)$;
(H3) $f$ has a unique positive fixed point $u^{*}$.
It follows from (H1)-(H3) that $f(x)>x$ for all $x \in\left(0, u^{*}\right)$ and $f(x)<x$ for all $x \in\left(u^{*}, \infty\right)$.
Lemma 5.1. The following statements are true.
(i) The solution map of (5.1) induces a continuous semiflow $\left\{Q_{t}\right\}_{t \geqslant 0}$ on $C_{+}$in the sense of Section 3 (see the paragraph before Theorem 3.11).
(ii) If $f(a)=a$ for some $a \in \mathbb{R}_{+}$, then $Q_{t}[a]=a$ for all $t \in \mathbb{R}_{+}$.
(iii) If $f([a, b]) \subseteq[a, b] \subseteq \mathbb{R}_{+}$, then $Q_{t}\left[C_{a, b}\right] \subseteq C_{a, b}$ for all $t \in \mathbb{R}_{+}$.
(iv) $Q_{t}$ satisfies (A1) for all $t \in \mathbb{R}_{+}$.
(v) If $f$ is non-decreasing on $\mathbb{R}_{+}$, then $Q_{t}$ is monotone on $C_{+}$.
(vi) If (H1)-(H3) hold and if $f$ is non-decreasing on $\mathbb{R}_{+}$, then for any $t>\tau$ we have $Q_{t}[\alpha] \gg \alpha$ for all $\alpha \in\left(0, u^{*}\right)$ and $Q_{t}[\alpha] \ll \alpha$ for all $\alpha \in\left(u^{*}, \infty\right)$.

Proof. (i) Clearly, $Q_{0}=\left.\mathrm{Id}\right|_{C_{+}}$. Since $T(t)$ is a semigroup and the solution of (5.1) is unique, a standard argument gives $Q_{t_{1}} \circ Q_{t_{2}}=Q_{t_{1}+t_{2}}$ for all $t_{1}, t_{2} \in \mathbb{R}_{+}$. Indeed, for any given $t_{1} \in \mathbb{R}_{+}$and $\varphi \in C_{+}$, let $g(t)=u^{Q_{t_{1}}[\varphi]}(t, \cdot ; f)$ and $h(t)=u^{\varphi}\left(t+t_{1}, \cdot ; f\right)$ for all $t \in \mathbb{R}_{+}$. By definitions of $g$ and $h$, we have $g_{0}=h_{0}=Q_{t_{1}}[\varphi]$. It follows from (5.1) and (T3) that

$$
\begin{aligned}
h(t)= & T\left(t+t_{1}\right)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t+t_{1}} T\left(t+t_{1}-s\right)\left(K\left[f\left(h\left(s-t_{1}-\tau, \cdot\right)\right)\right]\right)(x) \mathrm{d} s \\
= & T\left(t+t_{1}\right)(\varphi(0, \cdot))(x)+\mu \int_{t_{1}}^{t+t_{1}} T\left(t+t_{1}-s\right)\left(K\left[f\left(h\left(s-t_{1}-\tau, \cdot\right)\right)\right]\right)(x) \mathrm{d} s \\
& +\mu \int_{0}^{t_{1}} T\left(t+t_{1}-s\right)\left(K\left[f\left(h\left(s-t_{1}-\tau, \cdot\right)\right)\right]\right)(x) \mathrm{d} s \\
= & T(t)\left[T\left(t_{1}\right)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t_{1}} T\left(t_{1}-s\right)\left(K\left[f\left(u^{\varphi}(s-\tau, \cdot)\right)\right]\right)(x) \mathrm{d} s\right] \\
& +\mu \int_{0}^{t} T(t-s)(K[f(h(s-\tau, \cdot))])(x) \mathrm{d} s \\
= & T(t)(h(0))+\mu \int_{0}^{t} T(t-s)(K[f(h(s-\tau, \cdot))])(x) \mathrm{d} s .
\end{aligned}
$$

This shows that $h$ satisfies (5.1) with the initial value $h_{0}$. According to the uniqueness of solution of (5.1) and the definition of $g$, we have $h(t)=g(t)$ for all $t \in \mathbb{R}_{+}$. By the arbitrariness of $t$ and $\varphi$, we have $Q_{t_{1}} \circ Q_{t_{2}}=Q_{t_{1}+t_{2}}$ for all $t_{1}, t_{2} \in \mathbb{R}_{+}$.

Furthermore, by (T1), (K1) and (5.1) and by the similar proof of Theorem 2.7(i) in [37], we easily see that for any $r>0,\left.Q\right|_{\mathbb{R}_{+} \times C_{r}}: \mathbb{R}_{+} \times C_{r} \rightarrow C_{+}$is continuous. So, $\left\{Q_{t}\right\}_{t \geqslant 0}$ is a continuous semiflow on $C_{+}$in the sense of Section 3.
(ii) In view of $f(a)=a$, we easily check that $u(t, \cdot) \equiv a$ satisfies (5.1). This proves (ii).
(iii) Suppose that $f([a, b]) \subseteq[a, b] \subseteq \mathbb{R}_{+}$. By (5.1), (T1)-(T2) and (K1)-(K2), we know that for all $(t, x, \varphi) \in[0, \tau] \times \mathcal{H} \times C_{a, b}$,

$$
\begin{aligned}
u^{\varphi}(t, x ; f) & =T(t)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t} T(t-s)(K[f(\varphi(s-\tau, \cdot))])(x) \mathrm{d} s \\
& \geqslant a e^{-\mu t}+\int_{0}^{t} \mu T(t-s)(K[a])(x) \mathrm{d} s
\end{aligned}
$$

$$
\begin{aligned}
& =a e^{-\mu t}+\mu a \int_{0}^{t} e^{-\mu(t-s)} \mathrm{d} s \\
& =a
\end{aligned}
$$

Similarly, $u^{\varphi}(t, x ; f) \leqslant b$ for all $(t, x, \varphi) \in[0, \tau] \times \mathcal{H} \times C_{a, b}$. In summary, $Q_{t}\left[C_{a, b}\right] \subseteq C_{a, b}$ for all $t \in$ $[0, \tau]$. This, combined with the semigroup property of the solution map $Q_{t}$, implies that $Q_{t}\left[C_{a, b}\right] \subseteq$ $C_{a, b}$ for all $t \in \mathbb{R}_{+}$.
(iv) follows from (5.1), (K3) and (T4).
(v) follows from (5.1), (K2), (T2) and the monotonicity of $f$.
(vi) Suppose that $t>\tau$ and $f$ is non-decreasing on $\mathbb{R}_{+}$. We only consider the case where $\alpha \in$ $\left(0, u^{*}\right)$ since the other case can be dealt with similarity. Note that $f\left(\left[\alpha, u^{*}\right]\right) \subseteq\left[\alpha, u^{*}\right]$ due to the monotonicity of $f$. Thus, by (iii), $Q_{t}\left[C_{\alpha, u^{*}}\right] \subseteq C_{\alpha, u^{*}}$ for all $t \in \mathbb{R}_{+}$. Since $f(u)>\alpha$ for all $u \in\left[\alpha, u^{*}\right]$ due to (H1)-(H3), it follows from (5.1), (T2) and (K2) that for all $(t, x, \varphi) \in(0, \infty) \times \mathcal{H} \times C_{\alpha, u^{*}}$,

$$
\begin{aligned}
u^{\varphi}(t, x ; f) & =T(t)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t} T(t-s)\left(K\left[f\left(u^{\varphi}(s-\tau, \cdot ; f)\right)\right]\right)(x) \mathrm{d} s \\
& >T(t)(\varphi(0, \cdot))(x)+\int_{0}^{t} \mu T(t-s)(K[\alpha])(x) \mathrm{d} s \\
& \geqslant \alpha e^{-\mu t}+\mu \alpha \int_{0}^{t} e^{-\mu(t-s)} \mathrm{d} s \\
& =\alpha
\end{aligned}
$$

This implies that $u^{\varphi}(t, x ; f)>\alpha$ for all $(t, x, \varphi) \in(0, \infty) \times \mathcal{H} \times C_{\alpha, u^{*}}$, and in particular, for any $t>\tau$, we have $Q_{t}[\alpha] \gg \alpha$.

This completes the proof.

By (T1)-(T3), (T5) and by using an argument similar to the proof of Theorem 2.1.8 in [35] with some necessary modifications, we may show the following compact result.

Lemma 5.2. The following statements are true.
(i) $Q_{t}\left[C_{r}\right](0, \cdot)$ is precompact in $X$ for all $t, r \in(0, \infty)$.
(ii) $Q_{t}\left[C_{r}\right]$ is precompact in $C$ for all $r \in(0, \infty)$ and $t \in(\tau, \infty)$.
(iii) If $t \in(0, \tau]$ and $D \subseteq C_{r}$ with $r>0$ and $D(0, \cdot)$ being a precompact subset of $X$, then $S[D]$ is precompact in $C$, where the operator

$$
S[u](\theta, x):= \begin{cases}u(0, x) & \text { if }-\tau \leqslant \theta<-t \\ Q_{t}[u](\theta, x) & \text { if }-t \leqslant \theta \leqslant 0\end{cases}
$$

(iv) $Q_{t}$ satisfies $\left(A 3^{*}\right)$ for all $t \in(0, \infty)$.

Proof. (i) Fix $t, r \in(0, \infty)$. We prove that $Q_{t}\left[C_{r}\right](0, \cdot)$ is precompact in $X$. Let $r^{\prime}=\max \{r$, $\left.\max f\left(\left[0, u^{*}\right]\right)\right\}$. Then $r^{\prime} \geqslant \max \left\{u^{*}, r\right\}$ and $f\left(\left[0, r^{\prime}\right]\right) \subseteq\left[0, r^{\prime}\right]$. By Lemma 5.1(iii), we have $Q_{t^{\prime}}\left[C_{r^{\prime}}\right] \subseteq C_{r^{\prime}}$ for all $t^{\prime} \in \mathbb{R}_{+}$. It suffices to prove that $Q_{t}\left[C_{r^{\prime}}\right](0, \cdot)$ is precompact in $X$. By (5.1), (K2) and (T2), we easily see that $Q_{t}\left[C_{r^{\prime}}\right](0, \cdot) \subseteq T(t)\left(X_{r^{\prime}}\right)+D_{t}$, where $D_{t}=\left\{\int_{0}^{t} T(t-s) g(s) \mathrm{d} s: g \in C\left([0, t], X_{\mu r^{\prime}}\right)\right\}$. According to (T5), it is enough to show that $D_{t}$ is precompact in $X$. By $D_{t} \subseteq X_{r^{\prime}}$ and the completeness of $X_{r^{\prime}}$, we
only need to prove that $D_{t}$ is totally bounded. Indeed, by the proof of Lemma 1.6 in [35], we know that $D_{t}^{\varepsilon}$ is precompact in $X$ for all $\varepsilon>0$, where $D_{t}^{\varepsilon}=\left\{\int_{\varepsilon}^{t} T(t-s) g(s) \mathrm{ds}: g \in C\left([0, t], X_{\mu r^{\prime}}\right)\right\}$. Thus, for any $\varepsilon>0$, there is a finite subset $F \subseteq X_{r^{\prime}}$ such that $D_{t}^{\varepsilon} \subseteq\left\{\phi \in X_{r^{\prime}}:\|\phi-\eta\| \leqslant \varepsilon\right.$ for some $\left.\eta \in F\right\}$. Since $\int_{0}^{\varepsilon} T(t-s) g(s) \mathrm{d} s \leqslant \mu r^{\prime} \varepsilon$ for all $g \in C\left([0, t], X_{\mu r^{\prime}}\right)$, it follows from definitions of $D_{t}$ and $D_{t}^{\varepsilon}$ that $D_{t} \subseteq\left\{\phi \in X_{r^{\prime}}:\|\phi-\eta\| \leqslant \varepsilon+\mu r^{\prime} \varepsilon\right.$ for some $\left.\eta \in F\right\}$. By the arbitrariness of $\varepsilon$ and the finiteness of $F$, we see that $D_{t}$ is totally bounded in $X_{r^{\prime}}$. This proves (i).

To finish the proof of (ii) and (iii), we first show the following claim:
Claim. If $t \in(0, \tau], M \geqslant \max f\left(\left[0, u^{*}\right]\right)$ and $J \subseteq C_{M}$ with $J(0, \cdot)$ being precompact in $X$, then

$$
\prod=\left\{g_{\varphi} \in C([0, t], X): \varphi \in J \text { and } g_{\varphi}\left(t^{\prime}\right)=Q_{t^{\prime}}[\varphi](0, \cdot) \text { for all } t^{\prime} \in[0, t]\right\}
$$

is equicontinuous.
By the compactness of $J(0, \cdot)$ and the continuity of $T$ due to (T1), we get that $T:[0, t] \times J(0, \cdot) \rightarrow$ $X$ is uniformly continuous and hence $\{T(\cdot)(J(0, \cdot))\}$ is equicontinuous. From (5.1), it suffices to prove that $\amalg:=\left\{h_{\varphi} \in C([0, t], X): \varphi \in J\right.$ and $h_{\varphi}\left(t^{\prime}\right)=Q_{t^{\prime}}[\varphi](0, \cdot)-T\left(t^{\prime}\right)(\varphi(0, \cdot))$ for all $\left.t^{\prime} \in[0, t]\right\}$ is equicontinuous. In fact, for any $\varepsilon>0, \varphi \in J$, and $\tilde{t}, \tilde{t} \in[0, t]$ with $\tilde{t} \leqslant \tilde{\tilde{t}}$, we have

\[

\]

Thus, if $\tilde{t} \leqslant \varepsilon$, then $\left\|h_{\varphi}(\tilde{\tilde{t}})-h_{\varphi}(\tilde{t})\right\| \leqslant M|\tilde{\tilde{t}}-\tilde{t}|+2 M \varepsilon$. If $\tilde{t}>\varepsilon$, then

$$
\begin{aligned}
& \left\|h_{\varphi}(\tilde{\tilde{t}})-h_{\varphi}(\tilde{t})\right\| \\
& \quad \leqslant M|\tilde{\tilde{t}}-\tilde{t}|+2 M \varepsilon+\left\|\int_{0}^{\tilde{t}-\varepsilon}[T(\tilde{\tilde{t}}-s)-T(\tilde{t}-s)](K[f(\varphi(s-\tau))]) \mathrm{d} s\right\| \\
& \quad \leqslant M|\tilde{\tilde{t}}-\tilde{t}|+2 M \varepsilon+\left\|\int_{0}^{\tilde{t}-\varepsilon}\left[T\left(\tilde{\tilde{t}}-s-\frac{\varepsilon}{2}\right)-T\left(\tilde{t}-s-\frac{\varepsilon}{2}\right)\right]\left(T\left(\frac{\varepsilon}{2}\right)(K[f(\varphi(s-\tau))])\right) \mathrm{d} s\right\| .
\end{aligned}
$$

Hence, when $\tilde{t}>\varepsilon$, we have

$$
\left\|h_{\varphi}(\tilde{\tilde{t}})-h_{\varphi}(\tilde{t})\right\| \leqslant M|\tilde{\tilde{t}}-\tilde{t}|+2 M \varepsilon+|\tilde{t}-\varepsilon| H_{\tilde{t}, \tilde{\tilde{t}}}
$$

where $H_{\tilde{t} \tilde{\tilde{t}}}=\sup \left\{\left\|\left[T\left(\tilde{\tilde{t}}-s-\frac{\varepsilon}{2}\right)-T\left(\tilde{t}-s-\frac{\varepsilon}{2}\right)\right](\phi)\right\|: \phi \in T\left(\frac{\varepsilon}{2}\right)\left(X_{M}\right)\right.$ and $\left.s \in[0, \tilde{t}-\varepsilon]\right\}$. By the compactness of $T\left(\frac{\varepsilon}{2}\right)\left(X_{M}\right)$ due to (T5) and the continuity of $T$ due to (T1), we get that $T:[0, t] \times T\left(\frac{\varepsilon}{2}\right)\left(X_{M}\right) \rightarrow$ $X$ is uniformly continuous, and hence $H_{\tilde{t} \tilde{t}} \rightarrow 0$ as $|\tilde{t}-\tilde{\tilde{t}}| \rightarrow 0$. This proves the Claim.
(ii) We next prove (ii). Fix $r \in(0, \infty)$ and $t>\tau$. Without loss of generality, we may assume that $r \geqslant \max f\left(\left[0, u^{*}\right]\right)$. By (i), we know that $Q_{t-\tau}\left[C_{r}\right](0, \cdot)$ is precompact in $X$. This, combined with claim, implies that $Q_{t}\left[C_{r}\right](\theta, \cdot)=Q_{\tau}\left[Q_{t-\tau}\left[C_{r}\right]\right](\theta, \cdot)$ is equicontinuous in $\theta \in[-\tau, 0]$. Again, by (i), we obtain that, for any $\theta \in[-\tau, 0], Q_{t}\left[C_{r}\right](\theta, \cdot)$ is precompact in $X$. Conclusively, by Arzelà-Ascoli theorem, $Q_{t}\left[C_{r}\right]$ is precompact in $C$. This completes the proof of (ii).
(iii) follows from definitions of $Q_{t}$ and $S$, the compactness of $D(0, \cdot)$, and an argument similar to the proof of (ii).
(iv) Finally, if $t>\tau$, then ( $A 3^{*}$ )(a) holds by (ii). If $t \in(0, \tau]$, then by the definition of $Q_{t}$ and (iii), we get that ( $\mathrm{A} 3^{*}$ )(b) holds. So, ( $\mathrm{A} 3^{*}$ ) holds.

This completes the proof.
In the following, we always assume that (H1)-(H3) hold.
To obtain a convergence result, we will need the following assumption (stronger than (H3)).
(H4) $f^{2}$ has a unique positive fixed point $u^{*}$.
Obviously, (H4) implies (H3). In [38], Yi and Zou showed that assumption (H4) plays a key role on the delay independent global stability of a positive equilibrium for a class of delayed reaction diffusion equations in a bounded domain with the homogeneous Neumann boundary condition by establishing the relation between the globally stable dynamics of the map $f$ and the delayed reaction diffusion equations.

We provide the following equivalent statement of (H4), which is very useful in verifying (UM).
(H5) For any interval $[a, b] \subseteq(0, \infty)$ with $a<b$, there exist $a^{\prime}, b^{\prime} \in(0, \infty)$ such that $[a, b] \subseteq\left[a^{\prime}, b^{\prime}\right]$, $f\left(\left[a^{\prime}, b^{\prime}\right]\right) \subseteq\left[a^{\prime}, b^{\prime}\right]$, and either $a<\min \left\{f(u): u \in\left[a^{\prime}, b^{\prime}\right]\right\}$ or $b>\max \left\{f(u): u \in\left[a^{\prime}, b^{\prime}\right]\right\}$.

Lemma 5.3. The assumption (H4) is equivalent with the assumption (H5).

Proof. Suppose that (H5) holds. We shall show that (H4) holds. Otherwise, there exists $a \in(0, \infty) \backslash$ $\left\{u^{*}\right\}$ such that $f^{2}(a)=a$. Without loss of generality, we may assume that $a<f(a) \triangleq b$. Thus, $f([a, b]) \supseteq[a, b]$, which yields a contradiction to (H5).

Now suppose that $(\mathrm{H} 4)$ holds. Let $[a, b] \subseteq(0, \infty)$ with $a<b$. By (H1)-(H3), there exist $M>\epsilon>0$ such that $[a, b] \subseteq[\epsilon, M]$ and $f([\epsilon, M]) \subseteq[\epsilon, M]$. Assumption (H4) implies (see Proposition 2.1 in [38]), that

$$
\lim _{n \rightarrow \infty} \operatorname{dist}\left(f^{n}([\epsilon, M]), u^{*}\right)=0
$$

Thus, $n^{*} \triangleq \sup \left\{n \geqslant 1:[a, b] \subseteq f^{n}([\epsilon, M])\right\}<\infty$. Clearly, there exist $a^{\prime}, b^{\prime} \in(0, \infty)$ such that $\left[a^{\prime}, b^{\prime}\right]=$ $f^{n^{*}}([\epsilon, M])$. By the choice of $n^{*},[a, b] \subseteq\left[a^{\prime}, b^{\prime}\right], f\left(\left[a^{\prime}, b^{\prime}\right]\right) \subseteq\left[a^{\prime}, b^{\prime}\right]$ and $[a, b] \backslash f\left(\left[a^{\prime}, b^{\prime}\right]\right) \neq \emptyset$. Hence, $a<\min \left\{f(u): u \in\left[a^{\prime}, b^{\prime}\right]\right\}$ or $b>\max \left\{f(u): u \in\left[a^{\prime}, b^{\prime}\right]\right\}$. This proves (H5).

Lemma 5.4. Assume that (H4) holds. If $s>r>0$, then there are three numbers $N(r, s) \in(0, \infty), I(r, s) \in$ $(r, \infty)$ and $S(r, s) \in(0, s)$ such that either $Q_{t}\left[C_{r, s}\right] \geqslant I(r, s)$ for all $t \geqslant N(r, s)$ or $Q_{t}\left[C_{r, s}\right] \leqslant S(r, s)$ for all $t \geqslant N(r, s)$. In particular, $Q_{t}$ satisfies assumption (UM) for all $t>0$.

Proof. Suppose that $s>r>0$. By Lemma 5.3 and (H5), there exist $r^{\prime}, s^{\prime} \in(0, \infty)$ such that $[r, s] \cup$ $f\left(\left[r^{\prime}, s^{\prime}\right]\right) \subseteq\left[r^{\prime}, s^{\prime}\right]$ and either $r<\min \left\{f(u): u \in\left[r^{\prime}, s^{\prime}\right]\right\}$ or $s>\max \left\{f(u): u \in\left[r^{\prime}, s^{\prime}\right]\right\}$. Without loss of generality, we may assume that $r<i_{r^{\prime}, s^{\prime}} \triangleq \min \left\{f(u): u \in\left[r^{\prime}, s^{\prime}\right]\right\}$. It follows from Lemma 5.1(iii) that $Q_{t}\left[C_{r^{\prime}, s^{\prime}}\right] \subseteq C_{r^{\prime}, s^{\prime}}$ for all $t \in \mathbb{R}_{+}$, that is, $u^{\varphi}(t, x ; f) \in\left[r^{\prime}, s^{\prime}\right]$ for all $(t, x, \varphi) \in \mathbb{R}_{+} \times \mathcal{H} \times C_{r^{\prime}, s^{\prime}}$. By (5.1), (T2) and (K2), we know that for all $(t, x, \varphi) \in(0, \infty) \times \mathcal{H} \times C_{r^{\prime}, s^{\prime}}$,

$$
\begin{aligned}
u^{\varphi}(t, x ; f) & =T(t)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t} T(t-s)\left(K\left[f\left(u^{\varphi}(s-\tau, \cdot ; f)\right)\right]\right)(x) \mathrm{d} s \\
& \geqslant r^{\prime} e^{-\mu t}+\int_{0}^{t} \mu T(t-s)\left(K\left[i_{r^{\prime}, s^{\prime}}\right]\right)(x) \mathrm{d} s \\
& =r^{\prime} e^{-\mu t}+i_{r^{\prime}, s^{\prime}} \mu \int_{0}^{t} e^{-\mu(t-s)} \mathrm{d} s \\
& =i_{r^{\prime}, s^{\prime}}+\left(r^{\prime}-i_{r^{\prime}, s^{\prime}}\right) e^{-\mu t}
\end{aligned}
$$

Thus, there is a positive number $N(r, s)$ such that $u^{\varphi}(t, x ; f) \geqslant i_{r^{\prime}, s^{\prime}}+\left(r^{\prime}-i_{r^{\prime}, s^{\prime}}\right) e^{-\mu N(r, s)} \geqslant \frac{r+i_{r^{\prime}, s^{\prime}}}{2}>r$ for all $(t, x, \varphi) \in[N(r, s), \infty) \times \mathcal{H} \times C_{r^{\prime}, s^{\prime}}$. In view of $C_{r, s} \subseteq C_{r^{\prime}, s^{\prime}}$, we know that $u^{\varphi}(t, x ; f) \geqslant \frac{r+i_{r^{\prime}, s^{\prime}}}{2}>r$ for all $(t, x, \varphi) \in[N(r, s), \infty) \times \mathcal{H} \times C_{r, s}$. Therefore, $Q_{t}\left[C_{r, s}\right] \geqslant \frac{r+i_{r^{\prime}, s^{\prime}}}{2}>r$ for all $t \geqslant N(r, s)$. This proves the first conclusion in this lemma.

Now, we can easily see that $Q_{t}$ satisfies assumption (UM) for all $t>0$.
For any $M \geqslant \max f\left(\left[0, u^{*}\right]\right)$, define $f_{M}$ and $f_{M}^{ \pm}$respectively by

$$
f_{M}(x)= \begin{cases}f(x), & x \in[0, M]  \tag{5.2}\\ f(M), & x>M\end{cases}
$$

and

$$
\begin{align*}
& f_{M}^{+}(x)=\max f_{M}([0, x]), f_{M}^{-}(x)= \begin{cases}\min f_{M}([x, M]), & x \in[0, M] \\
f(M), & x>M,\end{cases}  \tag{5.3}\\
& f^{L}(x)=f^{\prime}(0) x, \quad x \in \mathbb{R}_{+} . \tag{5.4}
\end{align*}
$$

According to the above definitions of $f_{M}, f_{M}^{ \pm}$and $f^{L}$, we easily obtain the following results.
Lemma 5.5. Let $M \geqslant \max f\left(\left[0, u^{*}\right]\right)$ and let $f_{M}, f_{M}^{ \pm}$and $f^{L}$ be defined as in (5.2), (5.3) and (5.4), respectively. Then the following statements are true.
(i) $f_{M}^{-}(x) \leqslant f_{M}(x) \leqslant f_{M}^{+}(x) \leqslant f^{L}(x)$ for all $x \in \mathbb{R}_{+}$.
(ii) $f_{M}^{+}$and $f_{M}^{-}$are non-decreasing and continuous on $\mathbb{R}_{+}$.
(iii) There exists $\delta>0$ such that $f_{M}^{ \pm}(x)=f(x)$ for all $x \in[0, \delta]$.
(iv) There exist positive numbers $u_{ \pm}^{*}$ such that $f_{M}^{ \pm}\left(u_{ \pm}^{*}\right)=u_{ \pm}^{*}$ and $0<u_{-}^{*} \leqslant u^{*} \leqslant u_{+}^{*} \leqslant M$.
(v) $f_{M}$ and $f_{M}^{ \pm}$satisfy assumptions (H1)-(H3); moreover, if $f$ satisfies (H4), then $f_{M}$ also satisfies assumption (H4).
(vi) For any $\varepsilon \in(0,1)$ there is $\delta \in\left(0, u_{-}^{*}\right)$ such that $f_{M}^{-}(x) \geqslant(1-\varepsilon) f^{L}(x)$ for any $x \in[0, \delta]$.

Define

$$
Q_{t}[\varphi ; M](\theta, x)=u^{\varphi}\left(t+\theta, x ; f_{M}\right)
$$

and

$$
Q_{t}^{ \pm}[\varphi ; M](\theta, x)=u^{\varphi}\left(t+\theta, x ; f_{M}^{ \pm}\right)
$$

where $(t, \varphi) \in \mathbb{R}_{+} \times C_{+}$and $(\theta, x) \in[-\tau, 0] \times \mathcal{H}$.
Define $\mathcal{M}: \mathbb{R}_{+} \times C \rightarrow C$ by $\mathcal{M}\left(t, \varphi ; f^{L}\right)(\theta, x)=u^{\varphi}\left(t+\theta, x ; f^{L}\right)$ for all $(t, \varphi) \in \mathbb{R}_{+} \times C$ and $(\theta, x) \in$ $[-\tau, 0] \times \mathcal{H}$. For any $t \in \mathbb{R}_{+}$, we denote $\mathcal{M}\left(t, \cdot ; f^{L}\right)$ by $\mathcal{M}_{t}$.

In view of Lemma 5.1(i), we know that $\left\{Q_{t}[\cdot ; M]\right\}_{t \in \mathbb{R}_{+}},\left\{Q_{t}^{ \pm}[\cdot ; M]\right\}_{t \in \mathbb{R}_{+}}$and $\left\{\mathcal{M}_{t}\right\}_{t \in \mathbb{R}_{+}}$are all continuous-time semiflows on $C_{+}$in the sense of Section 3 (see the paragraph before Theorem 3.11) for any $M \geqslant \max f\left(\left[0, u^{*}\right]\right)$.

Lemma 5.6. Let $M \geqslant \max f\left(\left[0, u^{*}\right]\right)$. Then the following statements are true.
(i) $Q_{t}^{-}[\cdot ; M] \leqslant Q_{t}[\cdot ; M] \leqslant Q_{t}^{+}[\cdot ; M] \leqslant \mathcal{M}_{t}$ for all $t \in \mathbb{R}_{+}$.
(ii) $Q_{t}^{ \pm}[\cdot ; M]$ are monotone in $C_{+}$and satisfy assumptions (A1), (A2) and (A4) with $r^{*}$ being replaced by $u_{ \pm}^{*}$, respectively, where $u_{-}^{*}$ and $u_{+}^{*}$ are defined in Lemma 5.5(iv).
(iii) $Q_{t}[\cdot ; M]$ and $Q_{t}^{ \pm}[\cdot ; M]$ satisfy (A3*) for all $t>0$.
(iv) $Q_{t}\left[C_{M}\right] \subseteq C_{M}$ and $Q_{t}\left[C_{M} ; M\right] \subseteq C_{M}$ for all $t \in \mathbb{R}_{+}$and $Q_{t}[\varphi ; M]=Q_{t}[\varphi] \triangleq\left(u^{\varphi}(\cdot, \cdot ; f)\right)_{t}$ for all $\varphi \in$ $C_{M}$ and $t \in \mathbb{R}_{+}$.
(v) $Q_{t}[\cdot ; M]$ satisfies assumptions (A1), (A2), (A4)(a) for all $t \in \mathbb{R}_{+}$with $r^{*}$ being replaced by $u^{*}$.
(vi) If (H4) holds, then $Q_{t}[; M]$ satisfies the assumption (UM) for all $t \in(0, \infty)$.
(vii) For any $t \in \mathbb{R}_{+}, \mathcal{M}_{t}$ is a positive linear operator such that

$$
\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{\frac{t}{2 \tau}-1} \leqslant \mathcal{M}_{t}[1] \leqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{\frac{t}{\tau}+1}
$$

(viii) For any $t \in(0, \infty), \mathcal{M}_{t}$ satisfies assumptions (AL1), (AL2) and (AL3).
(ix) For any $t \in(0, \infty), \mathcal{M}_{t}, Q_{t}^{ \pm}[\cdot ; M]$ satisfy the assumption (GC).

Proof. (i) follows from Lemma 5.5(i) and (5.1) with $f$ being replaced by $f_{M}, f_{M}^{ \pm}, f^{L}$, respectively.
(ii) follows from Lemma 5.1 and Lemma 5.5(ii).
(iii) follows from Lemma 5.2.
(iv) By Lemma 5.1(iii), $f([0, M]) \subseteq[0, M]$ and $f_{M}([0, M]) \subseteq[0, M]$, hence we have $Q_{t}\left[C_{M}\right] \subseteq C_{M}$ and $Q_{t}\left[C_{M} ; M\right] \subseteq C_{M}$ for all $t \in \mathbb{R}_{+}$. This, combined with (5.1) and the fact that $\left.\left.f_{M}\right|_{[0, M]} \equiv f\right|_{[0, M]}$, implies that $Q_{t}[\varphi ; M]=Q_{t}[\varphi] \triangleq\left(u^{\varphi}(\cdot, \cdot ; f)\right)_{t}$ for all $\varphi \in C_{M}$ and $t \in \mathbb{R}_{+}$.
(v) follows from Lemma 5.1(i), (ii) and (iv).
(vi) follows from Lemma 5.4.
(vii) Clearly, by (5.1), (K2) and (T2), we can check that $\mathcal{M}_{t}\left[C_{+}\right] \subseteq C_{+}$for all $t \in \mathbb{R}_{+}$. Thus, $\mathcal{M}_{t}$ is a positive linear operator.

To prove the inequalities in statement (vii), by (5.1), we have $\mathcal{M}_{s}[a](0, \cdot)=a\left[f^{\prime}(0)+(1-\right.$ $\left.\left.f^{\prime}(0)\right) e^{-\mu s}\right]$ for all $(s, a) \in[0, \tau] \times(0, \infty)$. It follows that $1 \leqslant \mathcal{M}_{s}[1](0, \cdot) \leqslant f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu s}$ for all $s \in[0, \tau]$.

Now, we prove the second inequality in statement (vii). Fix $t \in \mathbb{R}_{+}$. Clearly, there are an integer $l \geqslant 0$ and $\tilde{t} \in[0, \tau)$ such that $t=\tilde{t}+l \tau$. In view of the semigroup properties of $\left\{\mathcal{M}_{s}\right\}_{s \in \mathbb{R}_{+}}$, we may obtain that $1 \leqslant \mathcal{M}_{t}[1]=\mathcal{M}_{l \tau+\tilde{t}}[1]=\left(\mathcal{M}_{\tau}\right)^{l}\left[\mathcal{M}_{\tilde{t}}[1]\right] \leqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{l+1} \leqslant\left[f^{\prime}(0)+(1-\right.$ $\left.\left.f^{\prime}(0)\right) e^{-\mu \tau}\right]^{\frac{t}{\tau}+1}$. This gives the second inequality.

Next, we prove the first inequality in statement (vii). It follows from (5.1) and the semigroup properties of $\left\{\mathcal{M}_{s}\right\}_{s \in \mathbb{R}_{+}}$that for any $s \in[\tau, 2 \tau]$ we have

$$
\begin{aligned}
\mathcal{M}_{s}[1](0, \cdot) & =\mathcal{M}_{s-\tau}\left[\mathcal{M}_{\tau}[1]\right](0, \cdot) \\
& =T(s-\tau)\left(\mathcal{M}_{\tau}[1](0, \cdot)\right)+\mu \int_{0}^{s-\tau} T(s-\tau-\lambda)\left(K\left[f^{L}\left(\mathcal{M}_{\tau}[1](\lambda-\tau, \cdot)\right)\right]\right) \mathrm{d} \lambda \\
& \geqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right] e^{-\mu(s-\tau)}+\mu \int_{0}^{s-\tau} T(s-\tau-\lambda)\left(K\left[f^{\prime}(0)\right]\right) \mathrm{d} \lambda \\
& \geqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right] e^{-\mu(s-\tau)}+f^{\prime}(0)\left[1-e^{-\mu(s-\tau)}\right] \\
& =f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu s} \\
& \geqslant f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau} .
\end{aligned}
$$

Again, fix $t \in \mathbb{R}_{+}$. Clearly, there are an integer $l \geqslant 0$ and $\tilde{t} \in[0,2 \tau)$ such that $t=\tilde{t}+2 l \tau$. In view of the semigroup properties of $\left\{\mathcal{M}_{s}\right\}_{s \in \mathbb{R}_{+}}$, we may obtain that $\mathcal{M}_{t}[1]=\mathcal{M}_{2 l \tau+\tilde{t}}[1]=\left(\mathcal{M}_{2 \tau}\right)^{l}\left[\mathcal{M}_{\tilde{t}}[1]\right] \geqslant$ $\left(\mathcal{M}_{2 \tau}\right)^{l}[1] \geqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{l} \geqslant\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{\frac{t}{2 \tau}-1}$. This shows the first inequality in statement (vii) and completes the proof of (vii).
(viii) Suppose that $t>0$. By Lemma 5.1(i) and (iv), and Lemma $5.2\left(\mathrm{iv}\right.$ ), we easily see that $\mathcal{M}_{t}$ satisfies assumptions (A1), (A2) and (A3), and hence (AL1) holds.

We claim that $\mathcal{M}_{t^{\prime}}\left[C_{+} \backslash\{0\}\right] \subseteq C_{+}^{o}$ for all $t^{\prime} \geqslant 2 \tau$. Indeed, for any $\varphi \in C_{+} \backslash\{0\}$, there is $\theta^{*} \in[-\tau, 0)$ such that $\varphi\left(\theta^{*}, \cdot\right)>0$. Thus by (K2), $K\left[f^{L}\left(\varphi\left(\theta^{*}, \cdot\right)\right)\right]>0$. It follows from (5.1), (K2), (T2) and the fact that $f^{L}(x)=f^{\prime}(0) x>0$ for all $x \in(0, \infty)$ that, for all $\left(t^{\prime}, x, \varphi\right) \in[\tau, \infty) \times \mathcal{H} \times\left(C_{+} \backslash\{0\}\right)$, we have

$$
\begin{aligned}
u^{\varphi}\left(t^{\prime}, x ; f^{L}\right) & =T\left(t^{\prime}\right)(\varphi(0, \cdot))(x)+\mu \int_{0}^{t^{\prime}} T\left(t^{\prime}-s\right)\left(K\left[f^{L}\left(u^{\varphi}\left(s-\tau, \cdot ; f^{L}\right)\right)\right]\right)(x) \mathrm{d} s \\
& \geqslant \mu \int_{0}^{t^{\prime}} T\left(t^{\prime}-s\right)\left(K\left[f^{L}\left(u^{\varphi}\left(s-\tau, \cdot ; f^{L}\right)\right)\right]\right)(x) \mathrm{d} s \\
& \geqslant \mu \int_{0}^{\tau} T\left(t^{\prime}-s\right)\left(K\left[f^{L}(\varphi(s-\tau, \cdot))\right]\right)(x) \mathrm{d} s \\
& >0
\end{aligned}
$$

This proves the above claim. Then (AL3) follows immediately.

In the following, for any $s \in \mathbb{R}_{+}$, let $\left.\mathbf{M}_{s} \triangleq \mathcal{M}_{s}\right|_{Y}$. Then $\mathbf{M}_{s}[Y] \subseteq Y$ for all $s \in \mathbb{R}_{+}$due to (A1). By the above claim, $\left(\mathcal{M}_{t}\right)^{N}\left[C_{+} \backslash\{0\}\right]=\mathcal{M}_{N t}\left[C_{+} \backslash\{0\}\right] \subseteq C_{+}^{o}$ for all integers $N \geqslant \frac{2 \tau}{t}$. Thus, for any integer $N \geqslant \frac{2 \tau}{t}$, we have $\mathbf{M}_{N t}\left[Y_{+}\right] \subseteq \operatorname{Int}\left(Y_{+}\right)$. Lemma 5.2 (ii) shows that $\mathcal{M}_{s}\left[C_{r}\right]$ is precompact in $C$ for all $s>\tau$ and $r>0$. In particular, $\mathbf{M}_{N t}: Y \rightarrow Y$ is compact for any integer $N>\frac{\tau}{t}$. Therefore, $\mathcal{M}_{t}$ satisfies (AL2)(a).

By (AL2)(a) and Lemma 3.1 in [15], the spectral radius $\lambda_{0}$ of $\mathbf{M}_{t}$ is the simple eigenvalue of $\mathbf{M}_{t}$ such that there is a strongly positive eigenvector associated with $\lambda_{0}$ and the modulus of any other eigenvalue is less than $\lambda_{0}$. It suffices to prove $\lambda_{0}>1$. Indeed, $\lambda_{0}=\lim _{N \rightarrow \infty}\left\|\left(\mathbf{M}_{t}\right)^{N}\right\|^{\frac{1}{N}}=$ $\lim _{N \rightarrow \infty}\left\|\mathbf{M}_{N t}\right\|^{\frac{1}{N}} \geqslant \limsup \sin _{N \rightarrow \infty}\left\|\mathbf{M}_{N t}[1]\right\|^{\frac{1}{N}}=\lim \sup _{N \rightarrow \infty}\left\|\mathcal{M}_{N t}[1]\right\|^{\frac{1}{N}}$. On the other hand, by the first inequity of (vii), we have

$$
\lambda_{0} \geqslant \limsup _{N \rightarrow \infty}\left\|\mathcal{M}_{N t}[1]\right\|^{\frac{1}{N}} \geqslant \limsup _{N \rightarrow \infty}\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{\frac{t}{2 \tau}-\frac{1}{N}}>1
$$

This proves (AL2)(b), and thus (viii) holds.
(ix) Fix $t>0$. The statement (i) gives (GC)(a). It suffices to prove (GC)(b). Indeed, it follows from Lemma $5.5(\mathrm{vi})$ that for any $\varepsilon \in(0,1)$ there is $\delta_{1} \in\left(0, u_{-}^{*}\right)$ such that $f_{M}^{-}(x) \geqslant(1-\varepsilon)^{\frac{1}{1+\frac{t}{\tau}}} f^{L}(x)$ for any $x \in\left[0, \delta_{1}\right]$. Let $\alpha=(1-\varepsilon)^{\frac{1}{1+\frac{t}{\tau}}}$ and $\delta=\delta(t, \varepsilon) \triangleq \delta_{1}\left[f^{\prime}(0)+\left(1-f^{\prime}(0)\right) e^{-\mu \tau}\right]^{-1-\frac{t}{\tau}}$. This, combined with the second inequality of (vii) and the monotonicity of $\mathcal{M}$, implies that $\mathcal{M}_{s}\left[C_{\delta}\right] \subseteq C_{\delta_{1}}$ for all $s \in[0, t]$. Again, since $Q_{s}^{-}[\cdot ; M] \leqslant \mathcal{M}_{s}$ for all $s \in \mathbb{R}_{+}$due to (i), we know that $Q_{s}^{-}\left[C_{\delta} ; M\right] \subseteq C_{\delta_{1}}$ for all $s \in[0, t]$. It follows from (5.1) and the choices of $\delta_{1}, \alpha$ that for all $\varphi \in C_{\delta_{1}}$ and $t^{\prime} \in[0, \tau]$

$$
\begin{aligned}
Q_{t^{\prime}}^{-}[\varphi ; M](0, \cdot) & =T\left(t^{\prime}\right)(\varphi(0, \cdot))+\mu \int_{0}^{t^{\prime}} T\left(t^{\prime}-s\right)\left(K\left[f_{M}^{-}(\varphi(s-\tau, \cdot))\right]\right) \mathrm{d} s \\
& \geqslant T\left(t^{\prime}\right)(\varphi(0, \cdot))+\mu \int_{0}^{t^{\prime}} T\left(t^{\prime}-s\right)\left(K\left[\alpha f^{L}(\varphi(s-\tau, \cdot))\right]\right) \mathrm{d} s \\
& \geqslant \alpha\left[T\left(t^{\prime}\right)(\varphi(0, \cdot))+\mu \int_{0}^{t^{\prime}} T\left(t^{\prime}-s\right)\left(K\left[f^{L}(\varphi(s-\tau, \cdot))\right]\right) \mathrm{d} s\right] \\
& =\alpha \mathcal{M}_{t^{\prime}}[\varphi](0, \cdot) .
\end{aligned}
$$

In other words, $Q_{t^{\prime}}^{-}[\varphi ; M] \geqslant \alpha \mathcal{M}_{t^{\prime}}[\varphi]$ for all $\varphi \in C_{\delta_{1}}$ and $t^{\prime} \in[0, \tau]$.
Note that there are an integer $l \geqslant 0$ and $\tilde{t} \in[0, \tau)$ such that $t=\tilde{t}+l \tau$. Thus, we have $Q_{\tilde{t}+k \tau}^{-}\left[C_{\delta} ; M\right] \subseteq C_{\delta_{1}}$ for all $k \in \mathbb{Z} \cap[0, l]$. By the semigroup properties of $\left\{Q_{s}^{-}\right\}_{s \in \mathbb{R}_{+}}$and $\left\{\mathcal{M}_{s}\right\}_{s \in \mathbb{R}_{+}}$, we can see that, for any $\varphi \in C_{\delta}$,

$$
\begin{aligned}
Q_{t}^{-}[\varphi ; M] & =Q_{\tilde{t}+l \tau}^{-}[\varphi ; M]=Q_{\tilde{t}}^{-}\left[Q_{\tau \tau}^{-}[\varphi ; M] ; M\right] \\
& \geqslant \alpha \mathcal{M}_{\tilde{t}}\left[Q_{l \tau}^{-}[\varphi ; M]\right] \\
& \geqslant \alpha^{1+l} \mathcal{M}_{t}[\varphi] .
\end{aligned}
$$

By the choice of $\alpha$, we get $Q_{t}^{-}[\varphi ; M] \geqslant \alpha^{\frac{t}{\tau}+1} \mathcal{M}_{t}[\varphi]=(1-\varepsilon) \mathcal{M}_{t}[\varphi]$ for all $\varphi \in C_{\delta}$ and hence (GC)(b) holds. This completes the proof.

By Lemma 5.6 , we easily see that for any given $t>0, Q_{t}[\cdot ; M], Q_{t}^{ \pm}[\cdot ; M]$ and $\mathcal{M}_{t}$ with $M \geqslant$ $\max f\left(\left[0, u^{*}\right]\right)$ satisfy all the conditions in Theorems 3.11 and 4.9.

With the help of Lemma 5.6 (iv), the fact that for any $M \geqslant \max f\left(\left[0, u^{*}\right]\right), Q_{t}\left[C_{M} ; M\right] \subseteq C_{M}$, $Q_{t}\left[C_{M}\right] \subseteq C_{M}$ and $Q_{t}[\varphi ; M]=Q_{t}[\varphi]$ for all $t \in \mathbb{R}_{+}$and $\varphi \in C_{M}$, the following result can be easily deduced from Theorems 3.11 and 4.9.

Theorem 5.7. Assume that (H4) holds. For system (5.1), there exists $c^{*}>0$ such that the following statements are true.
(i) For any $c>c^{*}$, if $\varphi \in C_{u^{*}}$ has compact support with $\varphi \ll u^{*}$ then

$$
\lim _{t \rightarrow \infty} \max \left\{u^{\varphi}(t, x ; f):|x| \geqslant t c\right\}=0
$$

(ii) For any $c<c^{*}$ and $\varphi \in C_{+} \backslash\{0\}$,

$$
\lim _{t \rightarrow \infty} \max \left\{\left|u^{\varphi}(t, x ; f)-u^{*}\right|:|x| \leqslant t c\right\}=u^{*}
$$

(iii) For any $c<c^{*}$, (5.1) has no travelling wave $U$ such that $U(\cdot,-\infty)=u^{*}$.
(iv) For any $c \geqslant c^{*}$, (5.1) has a travelling wave solution $U$ connecting $u^{*}$ to 0 .

To study spreading speeds and travelling waves for a class of nonmonotone discrete-time integrodifference equation models, Hsu and Zhao [11] introduced the following much stronger nonlinearity assumption than (H4).
(HZ) $f$ has the property ( $\mathrm{P} 1^{*}$ ) that $\frac{f(u)}{u}$ is strictly decreasing for $u \in\left(0, u_{+}^{*}\right]$, and the property ( $\mathrm{P} 2^{*}$ ) that for any $v, w \in\left(0, u_{+}^{*}\right]$ satisfying $v \leqslant u^{*} \leqslant w, v \geqslant f(w)$ and $w \leqslant f(v)$, we have $v=w$.

Assumption (HZ) has also been used to study the convergence and travelling waves for nonmonotone integral equations [6] and non-monotone time-delayed lattice equations [5].

The following result tells us that property ( $\mathrm{P}^{*}$ ) in (HZ) implies (H4).
Lemma 5.8. If property ( $\mathrm{P} 2^{*}$ ) in (HZ) holds, then (H4) holds.
Proof. Suppose that (H4) does not hold. Then there are $a \in(0, \infty) \backslash\left\{u^{*}\right\}$ such that $a=f^{2}(a)$. Without loss of generality, we may assume that $a<f(a)$. Since $f(u)>u$ for all $u \in\left(0, u^{*}\right)$ and $f(u)<u$ for all $u \in\left(u^{*}, \infty\right)$, we easily see that $a<u^{*}<f(a) \leqslant u_{+}^{*}$. Let $v=a$ and $w=f(a)$. Then $f(v)=w$ and $f(w)=v$. By (P2*), we get $a=v=w=u^{*}$, a contradiction. This proves (H4).

In the following applications, we only check the above assumptions (T1)-(T5), (K1)-(K3) and (H1)(H4).

### 5.1. A delayed nonlocal reaction diffusion equation

Consider the following delayed reaction diffusion equation,

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu \int_{\mathbb{R}} f(u(t-\tau, y)) k(x-y) \mathrm{d} y, \quad(t, x) \in(0, \infty) \times \mathbb{R},  \tag{5.5}\\
u(\theta, x)=\varphi(\theta, x), \quad(\theta, x) \in[-1,0] \times \mathbb{R},
\end{array}\right.
$$

where $\mu>0, f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$satisfies (H1)-(H3) stated at the beginning of this section. We always assume that either $k(x)=\delta(x)$, or $k: \mathbb{R} \rightarrow[0, \infty)$ is continuous with $\int_{\mathbb{R}} k(y) \mathrm{d} y=1$ and $k(x)=k(-x)$ for all $x \in \mathbb{R}$. The initial data $\varphi$ belongs to $C_{+}$. Here $\mathcal{H}=\mathbb{R}$.

When $k(x)=\frac{1}{\sqrt{4 \pi \alpha}} e^{-\frac{x^{2}}{4 \alpha}},(5.5)$ is the model derived by So et al. [27] to describe the growth of a single species matured population. On the other hand, when $k(x)=\delta(x)$, (5.5) reduces to the following delayed local reaction diffusion equation,

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu f(u(t-\tau, x)), \quad(t, x) \in(0, \infty) \times \mathbb{R}, \\
u(\theta, x)=\varphi(\theta, x), \quad(\theta, x) \in[-1,0] \times \mathbb{R}
\end{array}\right.
$$

Define

$$
\begin{equation*}
(T(t)(\phi))(x)=\int_{\mathbb{R}} \frac{e^{-\mu t}}{\sqrt{4 \pi t}} \exp \left(-\frac{(x-y)^{2}}{4 t}\right) \phi(y) \mathrm{d} y \tag{5.6}
\end{equation*}
$$

and $T(0)(\phi)=\phi$ where $\phi \in X, t \in(0, \infty)$ and $x \in \mathbb{R}$.
We shall consider the following integral equation with the given initial function,

$$
\left\{\begin{array}{l}
u(t, \cdot)=T(t)(\varphi(0, \cdot))+\int_{0}^{t} \mu T(t-s)(K[f(u(s-\tau, \cdot))]) \mathrm{d} s, \quad t \geqslant 0,  \tag{5.7}\\
u_{0}=\varphi \in C_{+},
\end{array}\right.
$$

where $T(t)$ is defined by (5.6) and $K: X \rightarrow X$ is defined by

$$
\begin{equation*}
K(\phi)(x)=\int_{\mathbb{R}} \phi(-\tau, y) k(x-y) \mathrm{d} y \quad \text { for } x \in \mathbb{R} \text { and } \phi \in X_{+} . \tag{5.8}
\end{equation*}
$$

By a simple application of the step-by-step argument, it is easy to see that, for $\varphi \in C_{+}$, the solution of (5.7) is unique and exists on $\mathbb{R}_{+}$, denoted by $u^{\varphi}(t, x)$; moreover, $\left(u^{\varphi}(\cdot, \cdot)\right)_{t} \in C_{+}$for all $t \in \mathbb{R}_{+}$.

Note that $\left\{\left.T(t)\right|_{X^{u}}\right\}_{t \geqslant 0}$ is an analytic semigroup on $X^{u}$ generated by the $X^{u}$-realization $\Delta_{X^{u}}-\mu$ Id of $\Delta-\mu$ Id (see, for example, Daners and Medina [3]), where $X^{u}=B U C(\mathbb{R}, \mathbb{R})$ as the Banach space of all bounded and uniformly continuous functions from $\mathbb{R}$ to $\mathbb{R}$ equipped with the usual supremum norm $\|\cdot\|_{\text {sup }}$. Moreover, if $f$ is a continuously differentiable function, then Corollary 2.2.5 in [35] and Remark 2.9 in [37] imply that a solution $u^{\varphi}(t, x)$ of (5.7) is also a classical solution of (5.5) for all $t>3 \tau$.

Lemma 5.9. Let $T(t)$ and $K$ be defined as in (5.6) and (5.8), respectively. Then the following results are true.
(i) $T(\cdot)$ satisfies assumptions (T1)-(T5).
(ii) K satisfies assumptions (K1)-(K3).

Proof. (i) By (5.6) and by a simple computation, we easily see that $T(t)$ is a linear operator satisfying (T2)-(T3). By a similar proof as that of Lemma 2.4 in [37], we know that, for any $r>0, T: \mathbb{R}_{+} \times$ $X_{r} \rightarrow X$ is continuous, where $X_{r}=\left\{\phi \in X_{+}: \phi \leqslant r\right\}$ and $T(t, \phi)=T(t)(\phi)$ for all $(t, \phi) \in \mathbb{R}_{+} \times X_{r}$. Thus, (T1) holds.

We shall prove that $T(t)\left[X_{r}\right]$ is precompact in $X$ for all $t, r \in(0, \infty)$. Fix $t, r \in(0, \infty)$. By (T2), the Arzelà-Ascoli theorem and the compact and open topology of $X$, it suffices to show that, for any bounded and closed interval $I \equiv[a, b] \subseteq \mathbb{R}$, the set $A \equiv\left\{T(t)[\phi] \|_{I}: \phi \in X_{r}\right\}$ is a family of equicontinuous functions in $C(I, \mathbb{R})$. In fact, for any $\varepsilon>0$, there exists $K=K(\varepsilon)>0$ such that $\int_{|y| \geqslant K} l(t, y) \mathrm{d} y<$ $\frac{\varepsilon}{6 r+1}$, where $l(t, x)=\frac{e^{-\mu t}}{\sqrt{4 \pi t}} \exp \left(-\frac{x^{2}}{4 t}\right)$ for all $x \in \mathbb{R}$. Let $K^{*}=K+\max \{|a|,|b|, 0\}$ and $I^{*}=\left[-K^{*}, K^{*}\right]$. Then there exists $\delta=\delta(\varepsilon, I)>0$ such that $|l(t, z)-l(t, \tilde{z})|<\frac{\varepsilon}{1+3 r K^{*}}$ for $z, \tilde{z} \in\left[-2 K^{*}, 2 K^{*}\right]$ satisfying $|z-\tilde{z}|<\delta$. It follows from the definition of $T(t)$ that, for any $\phi \in X_{r}, x, \tilde{x} \in I$ with $|x-\tilde{x}|<\delta$, we have

$$
\begin{aligned}
& \mid T(t)(\phi)(x)-T(t)(\phi)(\tilde{x}) \mid \\
&=\left|\int_{\mathbb{R}} \phi(y)(l(t, x-y)-l(t, \tilde{x}-y)) \mathrm{d} y\right| \\
& \leqslant \int_{\mathbb{R}}|\phi(y)| \cdot|l(t, x-y)-l(t, \tilde{x}-y)| \mathrm{d} y \\
& \leqslant \int_{y \in\left[-K^{*}, K^{*}\right]}|\phi(y)| \cdot|l(t, x-y)-l(t, \tilde{x}-y)| \mathrm{d} y \\
&+\int_{y \notin\left[-K^{*}, K^{*}\right]}|\phi(y)| \cdot|l(t, x-y)-l(t, \tilde{x}-y)| \mathrm{d} y \\
& \leqslant \int_{y \in\left[-K^{*}, K^{*}\right]}|\phi(y)| \cdot|l(t, x-y)-l(t, \tilde{x}-y)| \mathrm{d} y \\
& \quad+\int_{y \notin[-K, K]}|\phi(x+y)| l(t,-y) \mathrm{d} y+\int_{y \notin[-K, K]}|\phi(\tilde{x}+y)| l(t,-y) \mathrm{d} y \\
& \leqslant 2 r K^{*} \frac{\varepsilon}{1+3 r K^{*}}+2 r \frac{\varepsilon}{6 r+1} \\
&<\varepsilon,
\end{aligned}
$$

that is, $A \equiv\left\{\left.T(t)[\phi]\right|_{I}: \phi \in X_{r}\right\}$ is a family of equicontinuous functions.
(ii) By (5.8) and by a simple computation, we easily see that $K$ is a linear operator satisfying (K2) and (K3). By a similar proof as that of Lemma 2.3 in [37], we know that for any $r>0, K: X_{r} \rightarrow X$ is continuous. Thus, (K1) holds.

The following result can be easily deduced from Theorem 5.7 with $\mathcal{H}=\mathbb{R}$ and Lemma 5.9.

Theorem 5.10. Assume that (H4) holds. For system (5.5), there exists $c^{*}>0$ such that the following statements are true.
(i) For any $c>c^{*}$, if $\varphi \in C_{u^{*}}$ has compact support with $\varphi \ll u^{*}$ then

$$
\lim _{t \rightarrow \infty} \max \left\{u^{\varphi}(t, x):|x| \geqslant t c\right\}=0
$$

(ii) For any $c<c^{*}$ and $\varphi \in C_{+} \backslash\{0\}$,

$$
\lim _{t \rightarrow \infty} \max \left\{\left|u^{\varphi}(t, x)-u^{*}\right|:|x| \leqslant t c\right\}=u^{*}
$$

(iii) For any $c<c^{*}$, (5.5) has no travelling wave $U$ such that $U(\cdot,-\infty)=u^{*}$.
(iv) For any $c \geqslant c^{*}$, (5.5) has a travelling wave solution $U$ connecting $u^{*}$ to 0 .

We remark that Fang and Zhao [6] studied a wide class of models including (5.5) as a special case. In particular, by using the classical upper and lower solution method, they addressed the existence of travelling waves under the strong nonlinear condition (HZ).

### 5.2. A delayed nonlocal lattice differential system

Consider

$$
\left\{\begin{array}{l}
\frac{d u_{j}(t)}{d t}=D \Delta u_{j}(t)-d u_{j}(t)+\frac{\mu}{2 \pi} \sum_{k=-\infty}^{\infty} \beta_{\alpha}(j-k) b\left(u_{k}(t-\tau)\right), \quad j \in \mathbb{Z},  \tag{5.9}\\
u_{j}(\theta)=\varphi(\theta, j), \quad(\theta, j) \in[-\tau, 0] \times \mathbb{Z},
\end{array}\right.
$$

where $\Delta u_{j}(t)=u_{j+1}(t)+u_{j-1}(t)-2 u_{j}(t), \beta_{\alpha}(l)=2 e^{-2 \alpha} \int_{0}^{\pi} \cos (l y) e^{2 \alpha \cos y} \mathrm{~d} y$ and $D, d, \mu$ are all positive real numbers. System (5.9) was derived in [34] to model the growth of a single species matured population distributed over a patchy environment characterized by the lattice $\mathbb{Z}$. By Lemma 2.1 in [34], we know that $\beta_{\alpha}(l)=\beta_{\alpha}(|l|) \geqslant 0$ for all $l \in \mathbb{Z}$ and $\frac{1}{2 \pi} \sum_{l=-\infty}^{\infty} \beta_{\alpha}(l)=1$. Moreover, assume that the continuous function $f \equiv \frac{\mu b}{d}: \mathbb{R}_{+} \ni u \mapsto \frac{\mu b(u)}{d} \in \mathbb{R}_{+}$satisfies assumptions (H1)-(H4). By replacing $b$ by $f$, we rewrite system (5.9) as follows,

$$
\left\{\begin{array}{l}
\frac{\partial u(t, j)}{\partial t}=D \Delta u(t, j)-d u(t, j)+\frac{d}{2 \pi} \sum_{k=-\infty}^{\infty} \beta_{\alpha}(j-k) f(u(t-\tau, k)), \quad j \in \mathbb{Z},  \tag{5.10}\\
u(\theta, j)=\varphi(\theta, j), \quad(\theta, j) \in[-\tau, 0] \times \mathbb{Z},
\end{array}\right.
$$

where the initial data $\varphi$ belongs to $C_{+}$. Here $\mathcal{H}=\mathbb{Z}$.
Define

$$
\begin{equation*}
(T(t)(\phi))(j)=\frac{1}{2 \pi} \sum_{k \in \mathbb{Z}}\left[\int_{-\pi}^{\pi} e^{i(j-k) y+D(2 \cos y-2)-d} \mathrm{~d} y\right] \phi(k) \tag{5.11}
\end{equation*}
$$

and $T(0)(\phi)=\phi$ where $\phi \in X, t \in(0, \infty)$ and $x \in \mathbb{R}$. By (5.11) and by simple computations, we may verify that $T(t)$ is a linear operator satisfying (T1)-(T5).

We shall consider the following integral equation with the given initial function,

$$
\left\{\begin{array}{l}
u(t, \cdot)=T(t)(\varphi(0, \cdot))+\int_{0}^{t} \mu T(t-s)(K[f(u(s-\tau, \cdot))]) \mathrm{d} s, \quad t \geqslant 0  \tag{5.12}\\
u_{0}=\varphi \in C_{+},
\end{array}\right.
$$

where $T(t)$ is defined by (5.11) and $K: X \rightarrow X$ is defined by

$$
\begin{equation*}
K(\phi)(j)=\frac{d}{2 \pi} \sum_{k=-\infty}^{\infty} \beta_{\alpha}(j-k) \phi(k) \quad \text { for } x \in \mathbb{R} \text { and } \phi \in X_{+} . \tag{5.13}
\end{equation*}
$$

Obviously, $K$ is a positive linear operator satisfying (K1)-(K3).
It is easy to see that for $\varphi \in C_{+}$the solution of (5.10) is unique and exists on $\mathbb{R}_{+}$, denoted by $u^{\varphi}(t, j)$; moreover, $\left(u^{\varphi}\right)_{t} \in C_{+}$for all $t \in \mathbb{R}_{+}$.

Therefore, applying Theorem 5.7 with $\mathcal{H}=\mathbb{Z}$, we can get the following result.
Theorem 5.11. For system (5.10), there exists $c^{*}>0$ such that the following statements are true.
(i) Let $u^{\varphi}(t, j)$ be a solution of (5.10) with $0 \leqslant \varphi(t, j)$ for all $t \in[-\tau, 0]$ and $j \in \mathbb{Z}$. Assume that $\varphi \ll u^{*}$, and $\varphi(t, j)=0$ for all $t \in[-\tau, 0]$ and $j$ outside a bounded interval. Then $\lim _{t \rightarrow \infty,|j| \geqslant t c} u^{\varphi}(t, j)=0$ for any $c>c^{*}$.
(ii) Let $u^{\varphi}(t, j)$ be a solution of (5.10) with $0 \leqslant \varphi(t, j)$ for all $t \in[-\tau, 0]$ and $j \in \mathbb{Z}$. If $\varphi(t, \cdot) \neq 0$ for some $t \in[-\tau, 0]$, then $\lim _{t \rightarrow \infty,|j| \leqslant t c} u^{\varphi}(t, j)=u^{*}$ for any $c<c^{*}$.
(iii) For any $c<c^{*}$, (5.10) has no travelling wave $U$ connecting $u^{*}$ to 0 .
(iv) For any $c \geqslant c^{*}$, (5.10) has a travelling wave solution $U$ connecting $u^{*}$ to 0 .

### 5.3. Two concrete nonlinearities

In this subsection, we apply Theorem 5.10 and Theorem 5.11 respectively to system (5.5) and system (5.10) with two particular nonlinearities.

First, we consider the Ricker function $f(u)=q u e^{-p u}$, where $q>1$ and $p>0$. This is a widely used birth function (for fish population dynamics and for blowfly population, see, for example, $[8,9,17,18$, $23,25,26])$. If $q \in\left(1, e^{2}\right]$, then by applying Theorems 5.10 and 5.11 and making use of the proof of Theorem 4.1 and Remark 4.3 in [38] we can obtain the following result.

Corollary 5.12. Let $f(u)=q u e^{-p u}$ with $q>1$ and $p>0$. If $q \in\left(1, e^{2}\right]$ then both Theorems 5.10 and 5.11 hold.

We should point out that Corollary 5.12 is not new and has been obtained by using the upper and lower solution method and monotone semiflows theory in [15]. See Theorems 3.3, 3.4, 4.1 and 4.2 in [6] for the nonlocal delayed reaction diffusion equation, and see [5] for the nonlocal delayed lattice differential equation.

Next, we assume the nonlinear function $f$ to be the Mackey-Glass hematopoiesis function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, which is defined by $f(u)=\frac{p u}{q+u^{m}}$ for all $u \in \mathbb{R}_{+}$. This function was originally used by Mackey and Glass [21] to model the blood cell production in an ordinary differential equation model. Since then modified models have been studied by many researchers. One of the topics on these models is the stability of a positive equilibrium, accounting for a long term stable blood concentration level. See, for example, [12,28] and the references therein. Applying Theorems 5.10 and 5.11 and taking advantage of the proof of Theorem 4.2 and Remark 4.3 in [38], we have the following result.

Corollary 5.13. Let $f(u)=\frac{p u}{q+u^{m}}$ with $p>q>0$ and $m>0$. If $m \leqslant \max \left\{2, \frac{2 p}{p-q}\right\}$, then both Theorems 5.10 and 5.11 hold.

To the best of our knowledge, Corollary 5.13 is new.
Clearly, function $f$ in Corollaries 5.12 and 5.13 possess the property ( $\mathrm{P} 1^{*}$ ) in assumption (HZ).
To conclude this paper, we point out that property ( $\mathrm{P} 1^{*}$ ) in ( HZ ) is always assumed to get the asymptotic behavior in $[5,6,11,39]$. But our results do not need this property ( $\mathrm{P} 1^{*}$ ) in ( HZ ). Indeed, we assume that $f$ satisfies assumptions (H1)-(H4). Take $u_{1}=\frac{u^{*}}{f^{\prime}(0)}$. Then $u_{1}<u^{*}$ and max $f\left(\left[0, u_{1}\right]\right) \leqslant u^{*}$. Moreover, take $a, b, c \in\left(0, u_{1}\right)$ with $a<b<c$. Let $k=\frac{1}{2}+\frac{1}{2} \min \left\{\frac{f(a)}{a}, \frac{f(c)}{c}\right\}$. In view of $f(u)>u$ for all $u \in\left(0, u^{*}\right)$, we have $k \in\left(1, \min \left\{\frac{f(a)}{a}, \frac{f(c)}{c}\right\}\right)$. Define $\tilde{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\tilde{f}(u)= \begin{cases}f(u), & u \notin[a, c] \\ f(a)+\frac{k b-f(a)}{b-a}(u-a), & u \in[a, b] \\ f(c)+\frac{f(c)-k b}{c-b}(u-c), & u \in[b, c]\end{cases}
$$

Obviously, $\tilde{f}$ satisfies assumptions (H1)-(H4). But $\frac{\tilde{f}(u)}{u}$ is not decreasing on $\left[0, u^{*}\right]$ due to $\frac{\tilde{f}(b)}{b}=k<$ $\frac{f(c)}{c}=\frac{\tilde{f}(c)}{c}$ and hence $\tilde{f}$ does not satisfy the property $\left(\mathrm{P} 1^{*}\right)$ in $(\mathrm{HZ})$ which is used in $[5,6,11,39]$. Therefore, Theorems 5.10 and 5.11 can be applied to the above $\tilde{f}$ but the results in [5,6] cannot.

Corollary 5.14. Assume that $f$ satisfies assumptions (H1)-(H4). If $\tilde{f}$ is defined as above then both Theorems 5.10 and 5.11 hold with $f$ being replaced by $\tilde{f}$.
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