
Mathematical Biosciences 219 (2009) 104–112
Contents lists available at ScienceDirect

Mathematical Biosciences

journal homepage: www.elsevier .com/locate /mbs
Oscillatory viral dynamics in a delayed HIV pathogenesis model q

Yan Wang a, Yicang Zhou a, Jianhong Wu b,c,*, Jane Heffernan b,c,*

a Department of Applied Mathematics, Xi’an Jiaotong University, Xi’an, Shaanxi 710049, PR China
b Centre for Disease Modeling, York Institute for Health Research, York University, Toronto, Canada M3J 1P3
c Department of Mathematics and Statistics, York University, Toronto, Canada M3J 1P3

a r t i c l e i n f o a b s t r a c t
Article history:
Received 13 October 2008
Received in revised form 5 March 2009
Accepted 13 March 2009
Available online 25 March 2009

Keywords:
HIV
Antiretroviral therapy
Time delay
Asymptotic stability
Hopf bifurcation
T-cells
0025-5564/$ - see front matter � 2009 Elsevier Inc. A
doi:10.1016/j.mbs.2009.03.003

q Research was supported by the China Scholarsh
project of Science Research No. 2008ZX10001-003
Sciences and Engineering Research Council of Cana
Information Technology and Complex Systems.

* Corresponding authors. Address: Department of
York University, Toronto, Canada M3J 1P3. Tel.: +1 41
5757.

E-mail addresses: wujh@mathstat.yorku.ca (J. Wu)
(J. Heffernan).
We consider an HIV pathogenesis model incorporating antiretroviral therapy and HIV replication time.
We investigate the existence and stability of equilibria, as well as Hopf bifurcations to sustained oscilla-
tions when drug efficacy is less than 100%. We derive sufficient conditions for the global asymptotic sta-
bility of the uninfected steady state. We show that time delay has no effect on the local asymptotic
stability of the uninfected steady state, but can destabilize the infected steady state, leading to a Hopf
bifurcation to periodic solutions in the realistic parameter ranges.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

Human Immunodeficiency Virus (HIV) and Acquired Immune
Deficiency Syndrome (AIDS) have spread in successive waves in
various regions around the globe thus becoming a serious threat
to public health. When HIV enters the body, it targets cells with
CD4 receptors, including the CD4+ T-cells, the main driver of the
immune response. Through infection and eventual killing of these
cells, HIV damages the body’s immune system, leading to humoral
and cellular immune function loss (the marker of the onset of
AIDS), making the body susceptible to opportunistic infections.

The fact that HIV replicates rapidly, producing on average 1010

viral particles per day [23], led to the realization that HIV evolves
so rapidly that treatment with a single drug is bound to fail [23].
The best current therapy for HIV involves the simultaneous admin-
istration of two or more anti-viral drugs, potential inhibitors of HIV
replication in vivo. These drug cocktails generally consist of reverse
transcriptase inhibitors (RTIs) that block the infection of target T-
cells by infection virus and protease inhibitors (PIs) that prevent
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HIV protease from cleaving HIV polyprotein into functional units,
causing infected cells to produce virus particles that are non-
infectious.

The basic mathematical model of HIV pathogenesis in-host de-
scribes interactions of the immune system and the virus by includ-
ing healthy and infected CD4+ T-cells and HIV virions
[1,20,21,24,26]. Much has been learned regarding the pathogenesis
of HIV in-host using this basic model (i.e. infected cell lifespan, vir-
al clearance rate, bud rate of virions from infected cells); however,
extensions are needed to further our understanding of this
pathogen.

One such extension includes the addition of drug therapy [7,18–
20,23], usually included using constant terms describing drug effi-
cacy. Studies including drug therapy have proven the important of
antiretroviral drugs in disrupting the infection process [7,8,18–
20,23].

Another extension of the basic model is to include a logistic
growth term that describes the growth rate of health CD4+ T-cells
[3,5,7,14,22,23,28,29], since the proliferation rate of T-cells is den-
sity-dependent with the rate of proliferation slowing as the T-cell
count gets high [12,25]. The inclusion of logistic growth in models
of HIV pathogenesis has aided in the understanding of the latent
stage of infection. For example, the inclusion of logistic growth en-
abled Wang and Li [29] to obtain the global stability of the infected
equilibrium. Furthermore, in [28], Wang and Ellermeyer presented
a model that considered a logistic proliferation of all T-cells (unin-
fected and infected), and obtained the stability of the infected stea-
dy state depending on the T-cell proliferation rate.
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Perelson et al. [24] built on the biology of the HIV life cycle,
including an intracellular delay. The delay describes the amount
of time needed for a newly infected cell to start producing HIV viri-
ons. This work inspired several modeling studies (see [5,8,11,17–
19]). Herz et al. [11] demonstrated that the half-life of free virus
is reduced considerably if a discrete intracellular delay is included
in the model. In another study, Nelson et al. [18] found that the
predicted rate of decline in plasma virus concentration depends
on three factors: the death rate of virus producing cells, the efficacy
of therapy, and the length of the delay if an intracellular delay and
drug therapy are included.

In a study by Culshaw and Ruan [5], the basic model of HIV infec-
tion in-host was extended to incorporate logistic growth and an
intracellular delay. They demonstrated that the stability of the in-
fected steady state is not affected by these realistic modifications,
using realistic parameter values. However, they did find conditions
that lead to a Hopf bifurcation lying outside realistic parameter
space. Cai and Li [3] and Jiang et al. [14] also studied models incor-
porating logistic growth and intracellular delay and found condi-
tions for the existence of Hopf bifurcations. However, none of
these models have incorporated the effects of drug therapy.

Here, we build on the basic model of HIV pathogenesis in-host,
adding the effects of drug therapy (reverse transcriptase and prote-
ase inhibitors), an intracellular delay and logistic growth. We use
this new model to determine whether the infected or uninfected
steady states can be destabilized, leading to either transient or sus-
tained oscillations.

In the sections that follow we formulate a mathematical model
including combination antiretroviral therapy, intracellular delay
and logistic growth of CD4+ T-cells. We establish the local asymp-
totic stability of the uninfected and the infected equilibria, con-
struct a Lyapunov function to establish the global asymptotic
stability of the uninfected equilibrium and find sufficient condi-
tions for the occurrence of a Hopf bifurcation. In addition, numer-
ical simulations are used to demonstrate transient and sustained
oscillations using realistic parameter values of HIV pathogenesis
as well as investigate the joint impact of the time delay and treat-
ment efficacy on healthy and infected CD4+ T-cells. Finally, a mod-
ified model, including full logistic proliferation and a varying bud
rate is introduced. Stability of the uninfected and infected equilib-
ria of this model and the occurrence of a Hopf bifurcation are stud-
ied through numerical simulations.

2. Model

We consider a model of HIV pathogenesis in-host which de-
scribes the interactions of uninfected (T(t)) and infected (T*(t))
CD4+ T-cells and infectious (VI(t)) and non-infectious (VNI(t)) virus.
The model includes antiretroviral therapy, logistic growth of the
CD4+ T-cells and a time delay. The model is as follows:

d
dt

TðtÞ ¼ k� dTðtÞ þ rTðtÞ 1� TðtÞ
Tmax

� �
� kIð1� nrtÞVIðtÞTðtÞ;

d
dt

T�ðtÞ ¼ kAð1� nrtÞVIðt � sÞTðt � sÞ � dT�ðtÞ;

d
dt

VIðtÞ ¼ ð1� npÞNdT�ðtÞ � cVIðtÞ;

d
dt

VNIðtÞ ¼ npNdT�ðtÞ � cVNIðtÞ:

ð1Þ

And the initial values are

TðhÞ ¼ u1ðhÞP 0; T�ð0Þ ¼ u2 P 0; VIðhÞ ¼ w1ðhÞ
P 0; VNIðhÞ ¼ w2 P 0 for h 2 ½�s;0�; ð2Þ

where u2, w2 are given constants, and u1, w1 2 C([�s,0],R+) with
R+ = [0,+1).
Here, k is the source of CD4+ T-cells from precursors, d is the
natural death rate of CD4+ T-cells, r is the growth rate (thus, r > d
in general) and Tmax, where dTmax > k, is the carrying capacity of
the T-cell population. The parameter kI represents the rate of infec-
tion of T-cells with free virus, kA is the rate at which infected cells
become actively infected (the ratio kA/kI is the proportion of T-cells,
which become actively infected (proportion of infected cells sur-
viving incubation)), d is the death rate of infected cells, N (burst
size) is the total number of virus particles released by a produc-
tively infected cell over its lifespan with mean 1/d, and c is the viral
clearance rate constant. s represents a time delay between initial
viral entry into a cell and subsequent viral production. Protease
inhibitors, with efficacy 0 6 np < 1, cause infected cells to produce
non-infectious virus with rate npN. Reverse transcriptase inhibitors
prevent the production of infected cells with efficacy 0 6 nrt < 1.
Table 1 gives brief definitions and reference values of the above
parameters.

Note that the non-infectious HIV virus VNI does not appear in
the first three equations. Thus, we can consider the following sub-
system of system (1):

d
dt

TðtÞ ¼ k� dTðtÞ þ rTðtÞ 1� TðtÞ
Tmax

� �
� kIð1� nrtÞVIðtÞTðtÞ;

d
dt

T�ðtÞ ¼ kAð1� nrtÞVIðt � sÞTðt � sÞ � dT�ðtÞ;

d
dt

VIðtÞ ¼ ð1� npÞNdT�ðtÞ � cVIðtÞ;

ð3Þ

with initial conditions

TðhÞ ¼ u1ðhÞP 0; T�ð0Þ ¼ u2 P 0; VIðhÞ ¼ w1ðhÞ
P 0 for h 2 ½�s;0�; ð4Þ

where u2 is a given constant, and u1, w1 2 C([�s,0],R+) with
R+ = [0,+1).

System (3) has an uninfected steady state and an infected (po-
sitive) steady state. The uninfected steady state is E0 = (T0,0,0),
where

T0 ¼
Tmax

2r
r � dþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr � dÞ2 þ 4rk

Tmax

s" #
:

From the first equation of system (1), we find that

d
dt

TðtÞ 6 k� dTðtÞ þ rTðtÞ 1� TðtÞ
Tmax

� �
;

therefore,

lim sup
t!þ1

TðtÞ 6 T0: ð5Þ

The infected (positive) steady state is E ¼ ðT; T�;VIÞ, where,

T ¼ c
kANð1� gcÞ

;

T� ¼ cVI

Ndð1� npÞ
;

VI ¼
k� dT þ rT 1� T

Tmax

� �
kIð1� nrtÞT

;

gc ¼ 1� ð1� nrtÞð1� npÞ:

ð6Þ

Suppose that

gcrit :¼ 1� c
kANT0

: ð7Þ

Then gc < gcrit ensures the existence of the infected (positive) steady
state E.



Table 1
List of parameters.

Parameters Definition Range of the parameters Source Data1 values Data2 values

T Uninfected T-cells concentration [2,5] 1000 cells mm�3 408 cells mm�3

T* Productively infected T-cells concentration [2,5] 0 cells mm�3 0.1626 cells mm�3

VI Infectious virus concentration [2,5] 10�3 virions mm�3 28.5 virions mm�3

VNI Non-infectious virus concentration
k T-cells source term 0–10 cells mm�3 day�1 [5,7,8,18] 10 cells mm�3 day�1 10 cells mm�3 day�1

d Death rate of healthy T-cells 0.007–0.1 day�1 [6,18] 0.007 day�1 0.03 day�1

r Growth rate of T-cells 0.03–3 day�1 [5,7,28] 0.03 day�1 0.95 day�1

kI Viral infectivity rate 0.00025–0.5 virions [5,7,8,29] 2.4 � 10�5 virions 0.0027 virions
mm3 day�1 [6,15] mm3 day�1 mm 3 day�1

kA Rate infected cells becomes active kA/kI � 1 [5,6] 2.0 � 10�5 virions 0.0020 virions
mm3 day�1 mm3 day�1

d Death rate of infected T-cells 0.2–0.5 day�1 [5,6,15,24] 0.26 day�1 0.26 day�1

Tmax Carrying capacity of T-cells 1500 mm�3 [5,29] 1500 mm�3 1500 mm�3

N Bursting term for viral production after lysis 10–2500 virions/cell [7,8] 2500 virions/cell 50 virions/cell
c Clearance rate of virus 2.4–3 day�1 [5,18,24] 2.4 day�1 3 day�1

s Virus replication time 0–2 days [2,5,8] 1.5 days 1, 1.5 days
nrt Reverse transcriptase inhibitor efficacy (0,1) Variable 0.4, 0.5, 0.6 0.6
np Protease inhibitor efficacy (0,1) Variable 0.3, 0.55, 0.8 0.7
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2.1. Global stability of the uninfected steady state (E0)

To discuss the local stability of the uninfected steady state E0,
we let

a ¼ k
T0
þ rT0

Tmax
> 0:

Theorem 2.1. The uninfected steady state E0 is locally asymptotically
stable if gc > gcrit, and unstable if gc < gcrit.

Proof. The characteristic equation of the uninfected steady state
E0 is

ðnþ aÞ½n2 þ ðdþ cÞnþ cd� Ae�ns� ¼ 0; ð8Þ

where A = kANdT0(1 � gc). Clearly, n = �a is a negative root of Eq. (8).
The remaining roots are given by the solutions of the following
transcendental equation:

n2 þ ðdþ cÞnþ cd� Ae�ns ¼ 0: ð9Þ

Substituting s = 0 into Eq. (9) we obtain the following quadratic
equation:

n2 þ ðdþ cÞnþ cd� A ¼ 0: ð10Þ

In this case, if gc > gcrit then cd > A. Thus, the quadratic equation (10)
has two negative real roots, and hence E0 is locally asymptotically
stable for s = 0.

If s > 0 and Eq. (9) has a purely imaginary root n = ix(s) with
x(s) > 0, then separating real and imaginary parts yields

cd�x2 ¼ A cosðxsÞ;
ðdþ cÞx ¼ �A sinðxsÞ:

(

Squaring and adding the above equations, we obtain

F1ðxÞ ¼ x4 þ ðd2 þ c2Þx2 þ c2d2 � A2 ¼ 0: ð11Þ

Here, if gc > gcrit then c2d2 � A2 > 0. Thus, Eq. (11) has no positive
roots. If, however, gc > gcrit, when the delay s is increased, no root
of Eq. (9) can cross the imaginary axis. Therefore, E0 remains locally
asymptotically stable for s P 0.

Finally, if gc < gcrit (i.e. cd < A), then the quadratic equation (10)
has a positive root. Therefore, E0 is unstable for s = 0. Furthermore,
oF1ðxÞ

ox ¼ 4x3 þ 2ðd2 þ c2Þx > 0, and thus from Cooke and van den
Driessche [4] and Freedman and Kuang [9], E0 is unstable for s P 0.
This completes the proof. h
Theorem 2.2. If gc > gcrit, the uninfected steady state E0 is globally
asymptotically stable for every given s P 0.

Proof. Define

M ¼ / ¼ ðu1;u2;w1Þ 2 Cð½�s;0�;RþÞ � Rþ � Cð½�s; 0�;RþÞ;f
0 6 u1 6 T0g:

From (5), it is evident that M attracts all solutions of system (3). Let
(T(t),T*(t),VI(t)) be a solution of system (3) with initial value in M.
We claim that for any t P 0, T(t) 6 T0. Otherwise, there must exist
the first t1 > 0 such that T(t1) > T0 and _Tðt1Þ > 0. From the first equa-
tion of system (3), we find that

T 0ðt1Þ ¼ k� dTðt1Þ þ rTðt1Þð1� Tðt1Þ=TmaxÞ � kIð1� nrtÞVIðt1ÞTðt1Þ
6 �kIð1� nrtÞVIðt1ÞTðt1Þ 6 0;

a contradiction. Hence, M is positively invariant with respect to sys-
tem (3). Consider now a Lyapunov functional on M given by

Vð/Þ ¼ Nð1� npÞu2ð0Þ þ w1ð0Þ þ kANð1� gcÞ
Z 0

�s
w1ðsÞu1ðsÞds:

From the invariance of M, for any / 2M, the solution (T(t),T*(t),VI(t))
of (3) with the initial condition (2) satisfies T(t) 6 T0 for all t P 0. In
region M the derivative of V(/) along system (3) is

V 0ð/Þ ¼ ðkANð1� gcÞu1ð0Þ � cÞw1ð0Þ
¼ kANw1ð0Þ ð1� gcÞu1ð0Þ � ð1� gcritÞT0½ �:

If gc > gcrit, then 1 � gc < 1 � gcrit. Thus with u1(0) 6 T0, we find that
(1 � gc)u1(0) � (1 � gcrit)T0 6 0. Hence, V0(/) 6 0. V0(/) = 0 if and
only if w1(0) = 0 or u1(0) = T0. The maximum invariant set in {/
2MjV0(/) = 0} is the singleton E0. LaSalle’s Invariance Principle
[16] implies that all solutions converge to E0. This and the local sta-
bility of E0 established in Theorem 2.1 imply the globally asymptot-
ical stability of E0. This completes the proof. h

It is interesting to note that gcrit is independent of the time de-
lay, the infected rate of T-cells with free virus kI and the death rate
of infected cells d. Theorem 2.2 implies that all solutions of system
(3) converge to E0 when gc > gcrit, and the final outcome is indepen-
dent of the time delay. Biologically, it implies that, when the comb-
inated efficacy of RTIs and PIs is larger than gcrit, the infected T-
cells and virus particles are eventually cleared from the T-cells
population.
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2.2. Local stability and Hopf bifurcation of E

To discuss the stability of E, we let

�a ¼ k

T
þ rT

Tmax
> 0:

Time delay has been shown to be a main source of fluctuations
in population size due to the generation of instabilities [27]. Here,
under some conditions, we will show that the delay affects the sta-
bility of the infected steady state for a wide range of realistic
parameter values, leading to either transient or sustained oscilla-
tions in the T-cells on the viral load. For simplicity, we set

a1 ¼ �aþ dþ c > 0;
a2 ¼ c�aþ cdþ �ad > 0;
a3 ¼ c�ad > 0;
b1 ¼ �cd < 0;

b2 ¼ ckIdð1� nrtÞVI � c�ad:

Theorem 2.3. Assume gc < gcrit.

(i) If k
T
þ d� r 1� 3T

Tmax

� �
> 0, then the infected steady state E is

locally asymptotically stable for every given s P 0.
(ii) If

k

T
þ d� r 1� 3T

Tmax

 !
< 0;

�aðdþ cÞð�aþ dþ cÞ > cd
k

T
� dþ r 1� T

Tmax

 ! !
;

a2
2b2

2 � 2a1a3b2
2 � a2

3b2
1 > 0;

then there is a value s0 > 0 such that the unique positive equilibrium E
is locally asymptotically stable when s 2 [0,s0) and unstable when
s > s0. Furthermore, system (3) undergoes a Hopf bifurcation to peri-
odic solutions at E when s = s0.

Proof. The characteristic equation of the linearized system of Eq.
(2) at the infected steady state E is

n3 þ a1n
2 þ a2nþ a3 þ e�nsðb1nþ b2Þ ¼ 0: ð12Þ

(1) When s = 0, this characteristic equation reduces to a cubic
equation

n3 þ a1n
2 þ ða2 þ b1Þnþ a3 þ b2 ¼ 0: ð13Þ

The Routh–Hurwitz criterion for all solutions of Eq. (13) to have
negative real parts is a1(a2 + b1) � (a3 + b2) > 0. Since

a1ða2 þ b1Þ � ða3 þ b2Þ ¼ �aðdþ cÞð�aþ dþ cÞ � ckIdð1� nrtÞVI

¼ k

T
þ rT

Tmax

 !
ðdþ cÞ k

T
þ rT

Tmax
þ dþ c

 !

� cd
k

T
� dþ r 1� T

Tmax

 ! !

¼ k

T
þ rT

Tmax

 !2

ðdþ cÞ þ k

T
þ rT

Tmax

 !
ðdþ cÞ2

� cd
k

T
� dþ r 1� T

Tmax

 ! !

¼ k

T
þ rT

Tmax

 !2

ðdþ cÞ þ k

T
þ rT

Tmax

 !
ðd2

þ c2Þ þ cd
k

T
þ d� r 1� 3T

Tmax

 ! !
;

we conclude that if the condition k
T
þ d� r 1� 3T

Tmax

� �
> 0 holds, then

roots of Eq. (13) have negative real parts, therefore the positive
equilibrium E is locally asymptotically stable for s = 0.

If s > 0 and n = ix(s) with x(s) > 0 is a solution of Eq. (12), then
separating the real and imaginary part gives

�a1x2 þ a3 ¼ �b2 cosðxsÞ � b1x sinðxsÞ;
�x3 þ a2x ¼ �b1x cosðxsÞ þ b2 sinðxsÞ:

(
ð14Þ

Squaring and adding both equations of (14) yields

F2ðxÞ ¼ x6 þ a2
1 � 2a2

� �
x4 þ a2

2 � 2a1a3 � b2
1

� �
x2 þ a2

3 � b2
2 ¼ 0:

ð15Þ

However, from condition k
T
þ d� r 1� 3T

Tmax

� �
> 0 it follows that

a2
3 � b2

2 ¼ kIc2d2ð1� nrtÞVIð2�a� kIð1� nrtÞVIÞ

¼ kIc2d2ð1� nrtÞVI
k

T
þ d� r 1� 3T

Tmax

 ! !
> 0;

a2
2 � 2a1a3 � b2

1 ¼ ða2 þ b1Þða2 � b1Þ � 2a1a3

¼ �aðc þ dÞðcð�aþ 2dÞ þ �adÞ � 2ð�aþ dþ cÞ�adc

¼ �a2ðc2 þ d2Þ > 0;

a2
1 � 2a2 ¼ ð�aþ dþ cÞ2 � 2ðc�aþ cdþ �adÞ ¼ �a2 þ d2 þ c2 > 0:

Therefore, by Claim 1 of [5], it is evident that Eq. (15) has no positive
real roots. This shows that equation (12) cannot have a purely imag-
inary root for any s > 0. Therefore, the infected steady state E is lo-
cally asymptotically stable, for any s P 0, provided that
k
T
þ d� r 1� 3T

Tmax

� �
> 0.

Next, we consider the occurrence of a Hopf bifurcation at the
positive equilibrium E. Note that if

�aðdþ cÞð�aþ dþ cÞ > cd
k

T
� dþ r 1� T

Tmax

 ! !

is satisfied, then a1(a2 + b1) � (a3 + b2) > 0, and thus Eq. (13) has only
roots with negative real parts. Therefore, E is locally asymptotically
stable when s = 0. If, in addition, we assume that

k

T
þ d� r 1� 3T

Tmax

 !
< 0;

then a2
3 � b2

2 < 0, that is, F2(0) < 0. As F 02ðxÞ ¼ 6x5þ
4ða2

1 � 2a2Þx3 þ 2ða2
2 � 2a1a3 � b2

1Þx > 0 and limx?+1F2(x) = +1,
we conclude that there is a unique positive root x0 satisfying Eq.
(15). Therefore, the characteristic equation (12) has a pair of purely
imaginary roots ±ix0. From Eqs. (14) it follows that the correspond-
ing sn are

sn ¼
1
x0

arccos
b1x4

0 þ ða1b2 � a2b1Þx2
0 � a3b2

b2
1x2

0 þ b2
2

( )
þ 2np

x0
;

n ¼ 0;1;2; . . . :

For s = 0, E is stable. Hence by Butler’s Lemma [10], E remains stable
for s < s0 = min{sn; n = 0,1,2, . . .}.

Now differentiating Eq. (12) with respect s, we get

3n2 þ 2a1nþ a2 � sðb1nþ b2Þe�ns þ b1 e�ns� � dn
ds
¼ nðb1nþ b2Þe�ns:
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That is,

dn
ds

� ��1

¼ 3n2 þ 2a1nþ a2 � sðb1nþ b2Þe�ns þ b1 e�ns

nðb1nþ b2Þe�ns

¼ 3n2 þ 2a1nþ a2

nðb1nþ b2Þe�ns þ
b1

nðb1nþ b2Þ
� s

n

¼ � 2n3 þ a1n
2 � a3

n2ðn3 þ a1n
2 þ a2nþ a3Þ

� b2

n2ðb1nþ b2Þ
� s

n
:

Thus
sign
dðRenÞ

ds


 �
n¼ix0

¼ sign Re
dn
ds

� ��1
( )

n¼ix0

¼ sign Re � 2n3 þ a1n
2 � a3

n2ðn3 þ a1n
2 þ a2nþ a3Þ

" #
n¼ix0

� Re
b2

n2ðb1nþ b2Þ

" #
n¼ix0

8<
:

9=
;

¼ sign Re
�a1x2 � a3 � 2x3i

x2ða3 � a1x2 þ ða2x�x3ÞiÞ þ
b2

x2ðb2 þ b1xiÞ

� 
 �

¼ sign
2b2

1x6 þ a2
1 � 2a2

� �
b2

1 þ 3b2
2

h i
x4 þ 2ða2

1 � 2a2Þb2
2x2 þ a2

2b2
2 � 2a1a3b2

2 � a2
3b2

1

ðb2
1x2 þ b2

2Þ½ða3 � a1x2Þ2 þ ða2x�x3Þ2�

8<
:

9=
;:
The numerator is given by

f ðxÞ ¼ 2b2
1x

6 þ ða2
1 � 2a2Þb2

1 þ 3b2
2

h i
x4 þ 2ða2

1 � 2a2Þb2
2x

2 þ a2
2b2

2

� 2a1a3b2
2 � a2

3b2
1:

Let V = x2, we get

f ðVÞ ¼ 2b2
1V3 þ ½ða2

1 � 2a2Þb2
1 þ 3b2

2�V
2 þ 2ða2

1 � 2a2Þb2
2V þ a2

2b2
2

� 2a1a3b2
2 � a2

3b2
1

and

f 0ðVÞ ¼ 6b2
1V2 þ 2½ða2

1 � 2a2Þb2
1 þ 3b2

2�V þ 2ða2
1 � 2a2Þb2

2 > 0
for V > 0:

Therefore, f(x) is monotonically increasing on [0,+1). We know
f ð0Þ ¼ a2

2b2
2 � 2a1a3b2

2 � a2
3b2

1 > 0, so we have f(x) > 0 for x > 0. Then
we obtain
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Fig. 1. Local asymptotic stability of the infected steady state E. gc changes from 0.5800 to
total number of the healthy and infected CD4+ T-cells (a) increases, while the number o
dðRenÞ
ds

				
s¼sn ;x¼x0

> 0:

Therefore, the transversality condition holds and a Hopf bifurcation
occurs at s = sn. This completes the proof of Theorem 2.3. h

In comparison with Theorem 2.2, where the time delay does not
influence the stability of the uninfected steady state, we note that
Theorem 2.3 indicates that the delay can lead to a Hopf bifurcation
of periodic solutions near the infected steady state when s reaches
a certain value.
3. Numerical simulations

3.1. Numerical simulations of system (1)

We now numerically illustrate the change of the stability and
the occurrence of a Hopf bifurcation by varying the time delay.

Considering Data1 values in Table 1, we find that gcrit = 0.9677
and gc = 0.5800, gc = 0.7750 and gc = 0.9200, for each pair of
(gcrit,gcs) listed. Thus, gc < gcrit. At the same time, the infected steady
state for each pair (gcrit,gc) is E ¼ ð114:2857;39:6389;7514:9000Þ,
E ¼ ð213:3333;44:8604;5467:4000Þ and E ¼ ð600:0000;53:2051;
2881:9000Þ, respectively. It follows that case (i) of Theorem 2.3 oc-
curs, and the infected steady state E is locally asymptotically stable.
Fig. 1 demonstrates that as gc increases the total number of healthy
and infected CD4+ T-cells increase dramatically, while the number
of the infectious virions decreases substantially.

Under the condition k
T
þ d� r 1� 3T

Tmax

� �
> 0, the infected steady

state is locally asymptotically stable independent of the size of
the delay, though the time delay does cause transient oscillations
in all components. Computer simulations confirm our analysis.
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0.9200, all other parameters are given in Data1 values of Table 1. As gc increases, the
f the infectious virions (b) decreases.
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Fig. 2. Local asymptotic stability of the infected steady state E. s = 1 < s0, and all other parameters are given in Data2 values of Table 1.
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Biologically, this implies that the intracellular delay can cause the
cell and virus populations to fluctuate in the early stage of infec-
tion, in a longer term they will converge to the infected steady
state values.
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Fig. 3. Periodic solutions bifurcated from the infected steady state E. s = 1
For the case (ii) of Theorem 2.3, we consider parameter listed in
Data 2 of Table 1. Here, gcrit = 0.9795. For nrt = 0.6 and np = 0.7,
gc = 0.8800 and gc < gcrit. It follows that conditions (ii) of Theorem
2.3 are satisfied. Therefore, at s0 � 1.3395 a Hopf bifurcation oc-
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.5 > s0, and all other parameters are given in Data2 values of Table 1.
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Fig. 4. Numerical simulations for infectious virus when the time delay gets larger (s is larger than the critical value s0). From the top graph to bottom, the time delay is s = 1.5,
s = 2, s = 9, s = 30 and s = 60, respectively; the periodicity of the periodic solutions approximates to 18.18 days, 20 days, 40 days, 178.57 days and 200 days, correspondingly.
As time delay increases, the period of solutions also increases but the amplitude is only slightly changed.
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Fig. 5. Local asymptotic stability of the infected steady state E. Under the same parameter values, the number of healthy CD4+ T-cells (a) and infectious virions (b) of system
(16) do not differentiate much from those of system (1).
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curs. Figs. 2 and 3 plot the cell and virus populations and a phase
plane diagram over time for a case when s < s0 and s > s0. When
s < s0 the infected steady state E is locally asymptotically stable
(Fig. 2), however, if s > s0 (Fig. 3) stable periodic solutions exists
(Hopf bifurcation).

Reported ranges of s are between 0 and 2 days [2,8]. We have
shown that sustained oscillations via the mechanism of a Hopf
bifurcation are possible in the realistic parameter space. It is, at
least, theoretically interesting to see how these periodic solutions
vary when s varies, even beyond this range. For this purpose, we
choose s = 1.5, s = 2, s = 9, s = 30 and s = 60, respectively. Fig. 4
plots VI over time for these new values of s. We note that as the
time delay s gets larger the infected steady state remains unstable
and periodic solutions occur. Also, the period of periodic solutions
increases. However, the amplitudes do not change dramatically.

3.2. Numerical simulations of a modified model

As an extension to (1) we consider a model including full logis-
tic proliferation, an intracellular delay and a varying bud rate. The
modified model is as follow:
d
dt

TðtÞ ¼ k� dTðtÞ þ rTðtÞ 1� TðtÞ þ T�ðtÞ
Tmax

� �
� kIð1� nrtÞVIðtÞTðtÞ;

d
dt

T�ðtÞ ¼ kI e�msð1� nrtÞVIðt � sÞTðt � sÞ � dT�ðtÞ;

d
dt

VIðtÞ ¼ ð1� npÞNdT�ðtÞ � cVIðtÞ;

d
dt

VNIðtÞ ¼ npNdT�ðtÞ � cVNIðtÞ:

ð16Þ

Here, kIe
�ms represents the infection rate where 1/m is the average

time it takes for an infected cell to become productive. This is con-
sidered to be more biologically realistic since there is a probability
that an infected cell survives the interval s.

Theoretical study of (16) is more challenging. In the following,
we present some numerical simulations for system (16). Consider
m = d = 0.007, nrt = 0.5 and np = 0.55, and parameter values listed
in Data1 of Table 1. Numerical simulations show that trajectories
of system (16) approach the infected steady state (see Fig. 5). How-
ever, if we consider m = d = 0.03 and s = 1.5 and Data2 values of Ta-
ble 1 a Hopf bifurcation occurs (see Fig. 6).
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Fig. 6. Periodic solutions bifurcated from the infected steady state E of system (16). m = d = 0.03 and s = 1.5, and all other parameters are given in Data2 values of Table 1.

Y. Wang et al. / Mathematical Biosciences 219 (2009) 104–112 111
4. Conclusions and discussions

We have studied a HIV model including logistic growth, an
intracellular delay and combination antiretroviral therapy. Suffi-
cient conditions are established for the local asymptotic stability
of the uninfected steady state and the infected steady state. Fur-
thermore, we obtained the global asymptotic stability of unin-
fected steady state when gc > gcrit. The influence of the time
delay on the stability of equilibrium states is discussed. We
showed that the local stability of the uninfected steady state is
independent of the size of the delay; on the other hand, we proved
that increasing the delay can destabilize the infected steady state
leading to a Hopf bifurcation and periodic solutions. This clearly
shows the importance of time delay on HIV dynamics under the
influence of antiretroviral drug treatment. By numerical simula-
tions, we observed that increasing the combination drug efficacy
can increase the number of healthy CD4+ T-cells and decrease the
number of the infectious virions. We note that the models studied
in [7,23] are the special case of system (1) with s = 0. In compari-
son to [5], where a Hopf bifurcation was not found in a realistic
parameter space, we employ a simpler version of logistic growth.
However, if we use an identical logistic growth term as that in
[5] we find that our conclusion of the existence of a Hopf bifurca-
tion with biologically realistic parameters remains true.

In the majority of existing mathematical models, as in our mod-
el, the treatment effect is assumed to be constant. However, in
reality, the effect of antiviral treatment varies with time. Some
mathematical models have been developed to study the effects of
pharmacokinetic of drug therapies [8,13,17,30]. In future work, we
propose to extend systems (1) and (16) to include pharmacokinetic
of drug therapies as the following system:

d
dt

TðtÞ ¼ k� dTðtÞ � kIð1� nrtðtÞÞVIðtÞTðtÞ;

d
dt

T�ðtÞ ¼ kI e�ms1 ð1� nrtðt � s1ÞÞVIðt � s1ÞTðt � s1Þ � dT�ðtÞ;
d
dt

VIðtÞ ¼ ð1� npðt � s2ÞÞNdT�ðtÞ � cVIðtÞ;

d
dt

VNIðtÞ ¼ npðt � s2ÞNdT�ðtÞ � cVNIðtÞ:

The time-varying parameters are the drug efficacies of RTIs and PIs,
respectively, and s1 and s2 are the pharmacological delays of RTIs
and PIs, respectively. We expect that the interaction of our observed
Hopf bifurcation with the periodicity of drug efficacies may lead to
chaotic dynamics.

Much of the mathematical discussions can be extended to a
more general system

_x ¼ f ðxÞ � xz;
_y ¼ xðt � sÞÞzðt � sÞ � y;
_z ¼ y� z;

which, for example, can be used describe the interaction of caterpil-
lars x, parasitic wasps z and parasitized caterpillars y. Therefore, our
results can be applied in other settings beyond the actual applica-
tion to HIV dynamics. It is possible to separate the biological and
the mathematical arguments and prove the mathematical results
for the above system with a much more general non-linearity f.
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