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Existence and uniqueness of a wavefront in a
delayed hyperbolic–parabolic model�
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Abstract

We consider a class of hyperbolic–parabolic equation with time delay and a non-local feedback
due to the maturation for the adult population density of a single species population, and we show
that the wave profile is described by a hybrid system that consists of an integral transformation and
an ordinary differential equation. We show the existence and uniqueness of a travelling wavefront of
the hyperbolic–parabolic system in the so-called bistable case, by considering the same problem for
a properly parametrized parabolic system, and then by considering the continuous dependence of the
wave speed on the parameter involved.
© 2005 Published by Elsevier Ltd.
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1. Introduction and the model

We consider the following second-order hyperbolic–parabolic equation:

�
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m(t, x) + r
�2

�t2
m(t, x) = D

�2

�x2
m(t, x) − d1m(t, x)

+ u(t, �, x) − r

(
2

�
�t

+ �
�a

)
u(t, �, x) (1.1)
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for the density of adult populationm(t, x) at timet and spatial locationx ∈ R of a given
single species population with two age classes (the immature and mature with maturation
time �>0 being a constant) that moves randomly in space with a time lagr >0, whereD
andd1>0 are constant diffusion and death rates of the adult at timet and locationx. This
equation can be obtained from the usual structured population model, see Raugel and Wu
[8]. See also[1,2,4,5,9,12,13]for discussions of the interaction of diffusion and delay in
ecological systems.
The maturation rateu(t, �, x) is determined by the biological process during the matu-

ration process. In So et al.[11], it was shown that if the immature moves instantaneously
and if the birth rate is given by a functionb(m(t, x)), then

u(t, �, x) = �
∫ ∞

−∞
b(m(t − �, y)f (x − y)dy, (1.2)

where

� = �(�) = e−
∫ �
0 d2(a) da ∈ (0,1]

is the survival rate during the maturation period and

f (z) = 1√
4��

e−z2/4� where� =
∫ �

0
DI (a)da

is the probability that a new born at timet − � and location 0 moves to the locationzafter
maturation time�.
We can show that(

2
�
�t

+ �
�a

)
u(t, �, x) = d

d�

∫ ∞

−∞
f�(x − y)b(m(�, y))dy|�=t−�.

Therefore, we obtain a closed system for the matured population

�
�t
m(t, x) + r

�2

�t2
m(t, x)

= D
�2

�x2
m(t, x) − d1m(t, x) + �

∫ ∞

−∞
f (x − y)b(m(t − �, y))dy

+ r
�
�t

[
�
∫ ∞

−∞
f (x − y)b(m(t − �, y))dy

]
. (1.3)

This is a second-order hyperbolic equation. Whenr = 0, Eq. (1.3) reduces to

�
�t

m(t, x) = D
�2

�x2
m(t, x) − d1m(t, x) + �

∫ ∞

−∞
f (x − y)b(m(t − �, y))dy.

(1.4)

The existence of travelling wave front of Eq. (1.4) in the so-called monostable case (where
there is no other zero ofdu= �b(u) in (0,K) ) was established in[11] by using the standard
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techniques involving super- and subsolutions.When the functionb(·) exhibits the so-called
bistable nonlinearity that the equation

d1u = �b(u), u�0

has three zeros,u1 = 0, u2 = ū, andu3 = K such that

(H1) 0< ū<K,
(H2) b′(�)�0, for � ∈ [0,K],
(H3) d1>max{�b′(0), �b′(K)},
(H4) d1< �b′(ū).

The existence, uniqueness and asymptotic stability of a travelling wavefront to Eq. (1.4)
were recently studied in[6] by using the comparison and squeezing techniques.
The purpose of this paper is to study the existence of travelling wavefront for the more

complicated equation (1.3) in the case when the birth functionb(u) possesses the property
of bistable nonlinearity. Difficulty arises here since for Eq. (1.3) the standard comparison
principle does not hold. We overcome this difficulty by introducing an associated parame-
terized system that has a uniquewavefront with awave speedC that depends on the involved
speedc as the parameter. Our key point is to show that the wavefront of such an associated
system gives a wavefront of model (1.3) ifC(c) = c has a solution and a major technique
step is to investigate the continuity ofC(c) and the possibility thatC(c) = c does have a
solution.

2. Patterns of travelling wavefronts and an associated parabolic system

A travelling wave front for Eq. (1.3) is of the form

m(t, x) = u(s) = u(x + ct), s = x + ct .

Substituting this into (1.3), we get

cu̇(s) + rc2ü(s) = Dü(s) − d1u(s) + �
∫ ∞

−∞
f (z)b(u(s − c� − z))dz

+ r�
d

ds

∫ ∞

−∞
f (z)b(u(s − c� − z))dy

or equivalently

c
d

ds

[
u(s) − r�

∫ ∞

−∞
f (z)b(u(s − c� − z))dz

]

= (D − rc2)
d2u(s)

ds2
− d1u(s) + �

∫ ∞

−∞
f (z)b(u(s − c� − z))dz. (2.1)

It is natural to introduce the following transformation:

v(s) = u(s) − r�
∫ ∞

−∞
f (s − c� − x)b(u(x))dx. (2.2)
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Note that

f (x) = 1√
4��

e−x2/(4�),

d

dx
f (x) = − x

2�
f (x) =: − 1

2�
g(x),

d

dx
g(x) = d

dx
[xf (x)] = f (x) − x2

2�
f (x).

Therefore, we obtain from (2.1)

c
d

ds
v(s) = (D − rc2)

d2

ds2
v(s) − d1v(s) + �

∫ ∞

−∞
G(s − c� − x)b(u(x)dx, (2.3)

where

G(x) =
[
1+ r

(
D − rc2

(2�)2
x2 −

(
d1 + D − rc2

2�

))]
f (x) (2.4)

and ∫ ∞

−∞
G(x)dx = 1− rd1. (2.5)

In other words, the wave profile Eq. (2.1) with delay is now equivalent to a hybrid system
(2.2)–(2.3), where (2.2) is an integral transformation and (2.3) is a differential equation.
In what follows, we shall look for a wavefront for systems (2.2) and (2.3) with wave

speedc such that

0<D − rc2. (2.6)

We also assume thatr is sufficiently small so that

r1

(
d + D − rc2

2�

)
<r

(
d1 + D

2�

)
<1. (2.7)

Under these conditions, we have

G(x)>0 for all x ∈ R,

and ∫ ∞

−∞
G(x)dx = 1− rd1>0.

Our approach towards the proof of the existence of wavefront for systems (2.2) and (2.3) is
to consider the followingassociated parabolic system:

�
�t

w(t, x) = D(c)
�2w(t, x)

�x2
− d1w(t, x) + �

∫ ∞

−∞
G(x − c� − y)b(�(t, y)dx

(2.8)
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and

�(t, x) = w(t, x) + r�
∫ ∞

−∞
f (x − c� − y)b(�(t, y))dx, (2.9)

wherec is a real parameter satisfying (2.6) and (2.7) andD(c)=D− rc2. The central idea
is to establish the existence of travelling wavefrontw(x, t) = V (x + C(c)t), �(t, x) =
U(x + C(c)t) to (2.8) and (2.9) such that

V (−∞) = 0, V (∞) = vmax= (1− rd1)K, U(−∞) = 0, U(∞) = K, (2.10)

whereK >0 is the maximal positive solution of equationd1u = �b(u). Here and in what
follows we assume that the above equation has only three solutions:u1 = 0, u2 = ū and
u3=K.As shall be shown for anyc, r, d1 andD satisfying (2.6), (2.7) andanother technical
condition (3.5) to be given in the next section, there exists a wave speedC(c) so that the
functionsU(s) andV (s) satisfy

C(c)
d

ds
V (s) = D(c)

d2

ds2
V (s) − d1V (s) + �

∫ ∞

−∞
G(s − c� − x)b(U(x))dx,

(2.11)

U(s) = V (s) + r�
∫ ∞

−∞
f (s − c� − y)b(U(y))dy, (2.12)

as well as the boundary condition (2.10). If we can find a pointc such thatc = C(c),
then for such a solutionc >0 we obtain a travelling wavefront for the original Eqs. (2.2)
and (2.3).

3. Uniqueness of wavefronts for associated system

Forx ∈ R, we start with the following more general system:


�
�t

w(t, x) = D(c)
�2w(t, x)

�x2
− d1w(t, x)

+�
∫∞
−∞ G(x − cr2 − y)b(�(t − r1, y))dy,

�(t, x) = w(t, x) + r�
∫∞
−∞ f (x − cr2 − y)b(�(t, y))dy,

(3.1)

with the following initial data:{
w(s, x) = �(s, x), s ∈ [−r1,0],
�(s, x) = w(s, x) + r�

∫∞
−∞ f (x − cr2 − y)b(�(s, y))dy, s ∈ [−r1,0], (3.2)

wherer1 andr2 are nonnegative numbers. In this section, we shall prove that Eq. (3.1) has at
most one travelling wavefront (up to translation)w(t, x)=V (x+C(c)t),�=U(x+C(c)t)

with the wave speedC(c) dependent onc. Note that whenr1 = 0 andr2 = �, system (3.1)
reduces to (2.8) and (2.9).
LetX=BUC(R,R) be the Banach space of bounded and uniformly continuous functions

fromR toRwith the usual supremum norm| · |X, and letX+ ={� ∈ X : �(x)�0, x ∈ R}.
It is easy to see thatX+ is a closed cone ofX andX is a Banach Lattice under the partial
ordering induced byX+.
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The heat equation{ �w(t, x)
�t

= D
�2w(t, x)

�x2
, t >0, x ∈ R,

w(0, x) = �(x), x ∈ R

has the solution

T (t)�(x) = 1√
4�Dt

∫ ∞

−∞
exp

(
− (x − y)2

4Dt

)
�(y)dy, t >0, x ∈ R,� ∈ X,

(3.3)

andT (t) : X → X is an analytic semigroup onXwith T (t)X+ ⊂ X+ for all t�0.
LetC=C([−r1,0], X) be the Banach space of continuous functions from[−r1,0] intoX

with the supremumnorm‖·‖ and letC+ ={� ∈ C : �(s) ∈ X+,∀s ∈ [−r1,0]. ThenC+ is
a closed cone ofC. As usual, we identify an element� ∈ C as a function from[−r1,0]×R

intoRdefined by�(s, x)=�(s)(x). For any continuous functiony : [−r1, b) → X, where
b>0, we defineyt ∈ C, t ∈ [0, b), by yt (s) = y(t + s), s ∈ [−r1,0]. Thent �→ yt is a
continuous function from[0, b) toC.
We also assume that

b′(u)�0 for u ∈ [−2	0,K + 2	0], (3.4)

where	0 is a small positive constant. In addition, sinceb is the birth function, it is natural
to assume thatb′(u) is a bounded function, i.e., the bound

b′
max= sup{|b′(u)|,−∞�u<∞}

exists.
To show the existence and positiveness of solutions to (3.1) and (3.2) when� ∈ C+, we

need some order preserving property for the second equation in (3.1). For anyv ∈ X, we
consider an operatorR : X → X defined by

(Ru)(x) = v(x) + r�
∫ ∞

−∞
f (x − cr2 − y)b(u(y))dy.

Let

X	0 = {� ∈ X : −	0��(x)�K + 	0, x ∈ R}.
We have the following:

Lemma 3.1. Suppose that r is sufficiently small so that

r <
	0

(K + 2	0)�b′
max

. (3.5)

Then

(i) for everyv ∈ X, equation

u(x) = v(x) + r�
∫ ∞

−∞
f (x − cr2 − y)b(u(y))dy (3.6)
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has one and only one solutionu=F(v) in X. In particular, if v ∈ X+, thenu=F(v) ∈
X+;

(ii) for anyv ∈ X	0, F(v) ∈ X2	0;
(iii) F(v) − F(v̄) ∈ X+, if v − v̄ ∈ X+ andv, v̄ ∈ X	0;
(iv) if v ∈ X	0 is non-decreasing on R then so isF(v);
(v) for anyv, v̄ ∈ X	0, we have

‖F(v) − F(v̄)‖�2‖v − v̄‖; (3.7)

(vi) if v is a constant function of valuẽv, then Eq.(3.6) reduces to thealgebraic equation

ũ = ṽ + r�b(ũ), (3.8)

which has a unique solutioñu such thatu = F(v).Moreover,

dũ

dṽ
= F ′(ṽ) = 1

1− r�b′(ũ)
. (3.9)

Proof. (i) Note that by (3.5) we haver�b′
max<1 and

|Ru −Rū|�r�b′
max

∫ ∞

−∞
f (y + cr2 − x)|u − ū|dy�r�b′

max‖u − ū‖.

We then conclude thatR is a contraction on Banach spaceX and thusR has a unique fixed
pointu = F(v). Whenu ∈ X+, it is obvious thatRu ∈ X+. SoR is also a contraction on
the closed coneX+ of Banach spaceX and has a unique fixed pointu = F(v) ∈ X+.
(ii) Since we know that for givenv ∈ X	0 the contractive operatorR has a unique fixed

point that is the limit of the sequence{un} given byu0 = 0, u1 =Ru0 = v(x), and

un+1 =Run = v(x) + r�
∫ ∞

−∞
f (x − cr2 − y)b(un(y))dy.

Since the fixed point has the convergent series expansions

F(v) = u1 + (u2 − u1) + · · · + (un+1 − un) + · · · ,
by (3.5) we obtain

F(v)�v(x) + r�b′
max‖u1 − u0‖ + · · · r�b′

max‖un − un−1‖ + · · ·
�v(x) + r�b′

max‖v‖ + · · · ‖v‖(r�b′
max)

n−1 + · · ·
� K + 	0
1− r�b′

max
<K + 2	0. (3.10)

Similarly, we haveF(v)> − 2	0.
(iii) Suppose thatv − v̄ ∈ X+. Note

F(v̄) = v̄(x) + r�
∫ ∞

−∞
f (x − cr2 − y)b(F (v̄)(y))dy
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and

F(v) = v(x) + r�
∫ ∞

−∞
f (x − cr2 − y)b(F (v)(y))dy.

A subtraction of the above two equations gives

w(x) = v̄(x) − v(x) + r�
∫ ∞

−∞
f (y + cr2 − x)

× {b(F (v)(y) + w(y)) − b(F (v)(y))}dy, (3.11)

wherew(x) = F(v̄) − F(v). We can use the same argument as above for (i) to conclude
that (3.11) has a unique fixed point inX+. Thus (iii) holds.
(iv) In a similar manner, we can deduce thatF(v)(x + y) − F(v)(x)�0 with y�0 if v

is non-decreasing.
(v) By (3.5) and (3.11) we have that

‖F(v̄) − F(v)‖� ‖v − v̄‖
1− r�b′

max
<2‖v − v̄‖.

(vi) The proof of this part is trivial, and is thus omitted.�

Remark 3.1. From this lemmawe know that if 0�u<K, then 0�v�vmax=K−r�b(K).
Note thatd1K = �b(K). We find thatvmax= K(1− d1r).

Remark 3.2. For any fixedt in system (3.1), we can solve the second equation by Lemma
3.1 to obtain

�(t, x) = F(w)(t, x).

Thus systems (3.1) and (3.2) can be transformed into




�
�t

w(t, x) = D(c)
�2w(t, x)

�x2
− d1w(t, x)

+�
∫∞
−∞ G(x − cr2 − y)b(F (w)(t − r1, y))dx

w(s, x) = �(s, x).

(3.12)

There are three constant solutionsw1= 0, w2=F(ū) andw3= vmax=F−1(K) satisfying
the first equation in (3.12). In other words, the equation

d1w − �b(F (w))
∫ ∞

−∞
G(x)dx = 0

has three real constant solutionsw1 = 0, w2 = F(ū) andw3 = vmax= F−1(K).
In what follows, we assume further the following conditions hold:

(H3′) d1>
1

1−r�b′(0) max{�b′(0), �b′(K)} ∫∞
−∞ G(x)dx,
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(H4′) d1< �b′(ū)
∫∞
−∞ G(x)dx.

Under assumption (H3′), we can choose a positive constant	0 sufficiently small so that

d1> �b′(u)
∫ ∞

−∞
G(x)dx for u ∈ [−	0,0) (3.13)

and

d1> �b′(u)
∫ ∞

−∞
G(x)dx for u ∈ (K,K + 	0].

Indeed, by (H3′), this can be achieved bymodifying (if necessary) the definition ofboutside
the closed interval[0,K].
From Lemma 3.1, we also know that whenr is sufficiently small andv(s) ∈ X	0,

F(v)(s) = v(s) + O(r) (3.14)

and

F−1(v(s)) = v(s) + O(r)

uniformly for anyv ∈ X	0. Therefore, we shall assume throughout this paper thatr is
sufficiently small so that for any	<min{w2/2, (vmax− w2)/2, 	0/2}, we have

M1(r, 	) := min

{
b(F (v)(s))

∫ ∞

−∞
G(y)dy − d1v(s); s ∈ 
1

}
>0 (3.15)

and

M2(r, 	) := min

{
d1v(s) − b(F (v)(s))

∫ ∞

−∞
G(y)dy; s ∈ 
2

}
>0, (3.16)

where
1 and
2 are defined by


1 = {s; vmax− 3
2	<v(s)< vmax− 	}, 
2 = {s; 	<v(s)< 3

2	}.
These two assumptions (3.15) and (3.16) are reasonable because whenr = 0, we have
M1(0, 	)>0 andM2(0, 	)>0 provided that (H1)–(H4) hold.
Now we return to system (3.1). For any� ∈ [−	0,K + 	0]C�{� ∈ C;�(s, x) ∈

[−	0,K + 	0], s ∈ [−r,0], x ∈ R}, define

F1(�)(x) = −d1�(0, x) + �
∫ ∞

−∞
G(y + cr2 − x)b(F (�)(−r1, y))dy, x ∈ R.

ThenF1(�) ∈ X andF1 : [−	0,K + 	0]C → X is globally Lipschitz continuous.

Definition 3.1. A pair (w,�)= (w, F (w)) in C[(−r1, b),X] ×C[(−r1, b),X] is called a
supersolution (subsolution) of (3.1) if{

w(t)�(�)T (t − t0)w(t0) + ∫ t
t0
T (t − s)F1(ws)ds,

�(t) = F(w)(t), t� t0 − r1
(3.17)
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for all b> t > t0>0. If (w, F (w)) is both a supersolution and a subsolution on[0, b), then
it is said to be a mild solution of (3.1).

Remark 3.3. Assume that there is a bounded and continuous function pair(w,�) of func-
tions defined onR × [−r1, b) that areC2 with respect tox ∈ R, andC1 with respect to
t ∈ (0, b), and


�
�t

w(t, x)�(�)D(c)
�2w(t, x)

�x2
− d1w(t, x)

+�
∫∞
−∞ G(x − cr2 − y)b(�(t − r1, y)dy, t�0,

�(t, x) = w(t, x) + r�
∫∞
−∞ f (x − cr2 − y)b(�(t, y))dy, t� − r1

for x ∈ R. Then by the fact thatT (t)X+ ⊂ X+, it follows that (3.17) holds, and hence
(w,�) is a supersolution (subsolution) of (3.1) on[0, b).

Define

�(J, t) = 1√
4�Dt

exp

(
−d1t − (J + 1)2

4Dt

)
, J �0, t >0.

We first establish the following existence of solution and comparison result for later use.

Lemma 3.2. For any initial value� ∈ [−	0,K + 	0]C , systems(3.1) and (3.2) have a
mild solution for allt ∈ [0,∞) with (−	0, F (−	0))�(w(t, x,�), F (w)(t, x,�))�(K +
	0, F (K + 	0)) in the sense

−	0�w(t, x)�K + 	0, F (−	0)�F(w)(t, x,�)�F(K + 	0),

and (w(t, x,�), F (w)(t, x,�)) is a classical solution to(3.1) and (3.2) for (t, x) ∈
(−r1,∞)×R.Moreover, for any pair of supersolution(w+, F (w+)) and subsolution(w−,
F(w−)) of (3.1)and(3.2)with−	0�w+(t, x), w−(t, x)�K+	0 for t ∈ [−r1,+∞) and
x ∈ R, andw+(s, x)�w−(s, x) for s ∈ [−r1,0] andx ∈ R, there holdsw+(t, x)�w−
(t, x) for all t�0 andx ∈ R, and

w+(t, x) − w−(t, x)��(|x − z|, t − t0)

∫ z+1

z

[w+(t0, y) − w−(t0, y)]dy (3.18)

for everyz ∈ R andt� t0�0.

Proof. Note that�(t, x) = F(w)(t, x). From the abstract setting in[7], it follows that a
mild solution(w, F(w)) of (3.1) and(3.2) is a solution to the associated integral equation{

w(t) = T (t − t0)w(t0) + ∫ t
t0
T (t − s)F1(ws)ds,

w0 = � ∈ [−	0,K + 	0]C.
Clearly,v+ = (K +	0, F (K +	0)) andv− = (−	0, F (−	0)) are supersolution and subso-
lution of (3.1) and (3.2), respectively. As aforementioned,F1 : [−	0,K + 	0]C is globally
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Lipschitz continuous. It also satisfies the quasi-monotone condition in the sense that

lim
h→0+

1

h
dist(�(0) − �(0) + h[F1(�s) − F1(�s)];X+) = 0 (3.19)

for all �,� ∈ [−	0,K + 	0]C with ���. To see this, we have by (3.3) that

F1(�s) − F1(�s) = − d1[�(0, x) − �(0, x)]
+
∫ ∞

−∞
G(y + cr2 − x)b((F�)(−r1, y))

− G(y + cr2 − x)b((F�)(−r1, y))dy

� − d1[�(0, x) − �(0, x)],
and hence, for anyh>0 with d1h<1

�(0) − �(0) + h[F1(�s) − F1(�s)]�(1− d1h)(�(0) − �(0))�0

from which (3.19) holds. Therefore, the existence, uniqueness ofw follows from[7, Corol-
lary 5]. Moreover, by a semigroup theory argument as in the proof of[7, Theorem 1], we
conclude that(w, F (w)) is a classical solution fort�r1.
Since(w+(t, x), F (w+)(t, x))�(w−(t, x), F (w−)(t, x)), it follows from Corollary 5

in [7] that

−	0�w−(t, x)�w(t, x,w−)�w(t, x,w+)�w+(t, x)�K + 	0, t�0, x ∈ R,

thusw−(t, x)�w+(t, x) for all t�0 andx ∈ R.
We next prove the last inequality of the lemma. Letv(t, x) = w+(t, x) − w−(t, x). For

any givent0�0, using again the abstract setting in[7], we have

v(t)�T (t − t0)v(t0) +
∫ t

t0

T (t − s)[F1(w+
s ) − F1(w

−
s )]ds

�T (t − t0)v(t0) − d1

∫ t

t0

T (t − s)v(s)ds. (3.20)

Note thatz(t) = exp(−d1(t − t0)) T (t − t0)v(t0) satisfies the following equation:

v(t) = T (t − t0)v(t0) − d1

∫ t

t0

T (t − s)v(s)ds.

Then we can directly solve (3.20) to obtain

w+(t) − w−(t)�e−d1(t−t0)T (t − t0)(w
+(t0) − w−(t0)), t� t0. (3.21)

Combining (3.3), (3.21) and the definition of�(J, t), we have for allt� t0�0 andx ∈ R

that

w+(t, x) − w−(t, x)��(|x − z|, t − t0)

∫ z+1

z

[w+(t0, y) − w−(t0, y)dy.

This completes the proof.�
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Remark 3.4. From this lemma we know that ifw+(0, x) /≡ w−(0, x), then for anyt >0,

w+(t, x) − w−(t, x)��(|x − z|, t − t0)

∫ z+1

z

[w+(t0, y) − w−(t0, y)dy >0.

In particular, if(w(t, x,�), F (w)(t, x,�)) is a solution of (3.1) with the initial data� ∈
[−	0,K + 	0]C and�(�= constant) is a non-decreasing function onR, then for any fixed
t >0,w(t, x) is strictly increasing inx ∈ R.

Using this property, we can now establish the estimate of the derivative for the travelling
wavefront.

Lemma 3.3. Let (V (x +C(c)t), F (V )(x +C(c)t)) be a non-decreasing travelling wave-
front of (3.1).Then

0<V ′(
)< b(K)

2
√
D(c)d1

(1− rd1) (3.22)

and

lim
|
|→∞

V ′(
) = 0. (3.23)

Proof. Using Lemma 3.2, we have that for
 = x + C(c)t and everyh>0,

V (
 + h) − V (
)� max
z∈R �(|x − z|, t)

∫ z+1

z

[V (y + h) − V (y)]dy >0,

which implies that

V ′(
)� max
z∈R �(|x − z|, t)[V (z + 1) − V (z)]>0.

Next let

�1 = C(c) −√
C2(c) + 4D(c)d1

2D(c)
<0, �2 = C(c) +√

C2(c) + 4D(c)d1

2D(c)
>0.

We then have

V (
) = 1

D(c)(�2 − �1)

[∫ 


−∞
e�1(
−s)H(V )(s)ds +

∫ ∞



e�2(
−s)H(V )(s)ds

]

and

V ′(
) = 1

D(c)(�2 − �1)

×
[
�1

∫ 


−∞
e�1(
−s)H(V )(s)ds + �2

∫ ∞



e�2(
−s)H(V )(s)ds

]

� 1

D(c)(�2 − �1)

[
�2

∫ ∞



e�2(
−s)H(V )(s)ds

]
, (3.24)
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where

H(V )(s) =
∫ ∞

−∞
b(F (V )(z)))G(s − cr2 − C(c)r1 − z)dz. (3.25)

Since�2 − �1�2
√
d1/D(c), it follows from (3.24), (3.25) and (2.5) that

V ′(
)� �2b(K)

2
√
D(c)d1

∫ ∞



e�2(
−s) ds

∫ ∞

−∞
G(x)dx = b(K)

2
√
D(c)d1

(1− rd1).

Finally, by (2.10), (3.24), (3.25) and the dominant convergence theorem, we have
(3.23). �

Lemma 3.4. Let (V (x +C(c)t), F (V )(x +C(c)t)) be a non-decreasing travelling wave-
front of (3.1).Then there exist three positive numbers�0 (which is independent of V), �0
and 	̄ such that for any	 ∈ (0, 	̄] and every
0 ∈ R, the functions(w+, F (w+)) and
(w−, F (w−)) defined by

w±(t, x) := V (x + C(c)t + 
0 ± �0	(e�0r1 − e−�0t )) ± 	e−�0t

are a supersolution and a subsolution of(3.1)and(3.2)on t ∈ [0,+∞), respectively.

Proof. By (H′3), we can choose a�0>0 and an�∗ >0 such that

d1>�0 + �e�0r1
(
max{b′(0), b′(K)}

∫ ∞

−∞
G(y)dy + �∗

)
.

By (3.4), there exists a	∗ >0 such that

0�b′(�)�b′(0) + �∗ for all � ∈ [−	∗, 	∗],
0�b′(�)�b′(K) + �∗ for all � ∈ [K − 	∗,K + 	∗]. (3.26)

Let c0(c, r1, r2)=|C(c)|r1+|c|r2+ (e�0r1 −1). Since lim
→∞ V (
)=vmaxand lim
→−∞
V (
) = 0, we have lim
→∞ F(V )(
) = K and lim
→−∞F(V )(
) = 0. Therefore, there
exists a sufficiently large constantM0 = M0(V ,�0, �

∗, 	∗)>0 such that

F(V )(
)�	∗ for all 
� − M0/2+ c0(c, r1, r2), (3.27)

F(V )(
)�K − 	∗ for all 
�M0/2− c0(c, r1, r2), (3.28)

and

d1>�0 + �e�0r1(max{b′(0), b′(K)} + �∗)
∫ ∞

−∞
G(y)dy

+ �e�0r1b′
max

[∫ ∞

M0/2
+
∫ −M0/2

−∞
G(y)dy

]
. (3.29)

In view of Lemma 3.3, we havem0 := min{V ′(
); |
|�M0}>0. Define

�0 = 1

�0m0

[
�e�0r1b′

max

∫ ∞

−∞
G(y)dy − d1 + �0

]
>0 (3.30)



C. Ou, J. Wu / Nonlinear Analysis 63 (2005) 364–387 377

and

	̄ =min

{
1

�0
, 	∗e−�0r1, (F−1(K + 	∗) − vmax)e

−�0r1
}
. (3.31)

We now prove that(w+, F (w+)) is a supersolution. The proof of(w−, F (w−)) being a
subsolutioncan be dealt with similarly. By translation, we can also assume that
0= 0. For
any given	 ∈ (0, 	̄], let 
(t) = x + C(c)t + �0	(e�0r1 − e−�0t ). Then we have

S(w+)(t, x)

��w+(t, x)
�t

− D(c)
�2w+

�x2
+ d1w

+(t, x)

− �
∫ ∞

−∞
b(F (w+(t − r1, x − y))G(y − cr2)dy

= V ′(
(t))(C(c)+��0	e
−�0t )−�0	e

−�0t−D(c)V ′′(
)+d1V (
)+d1	e−�0t

− �
∫ ∞

−∞
b{F(V [
(t) − C(c)r1 − y + �0	(1− e�0r1)e−�0t ]

+ 	e−�0(t−r1))}G(y − cr2)dy

= �0�0	V
′(
(t))e−�0t − �0	e

−�0t + d1	e−�0t

− �
∫ ∞

−∞
b{F(V [
(t) − C(c)r1 − y − cr2 + �0	(1− e�0r1)e−�0t ]

+ 	e−�0(t−r1))}G(y)dy
+ �

∫ ∞

−∞
b{F(V [
(t) − C(c)r1 − y − cr2])}G(y)dy

�(�0�0	V
′(
(t)) − �0	 + d1	)e−�0t − �

∫ ∞

−∞
b′(�1){	e−�0(t−r1)}G(y)dy

=
{
�0�0	V

′(
(t)) − �0	 + d1	 − �	e�0r1
∫ ∞

−∞
b′(�1)G(y)dy

}
e−�0t ,

where

�1 = �1F(V [
(t) − C(c)r1 − y − cr2 + �0	(1− e�0r1)e−�0t ] + 	e−�0(t−r1))

+ (1− �1)F (V [
(t) − C(c)r1 − y − cr2]). (3.32)

By (3.31) and (3.32), we obtain that

0��1�F(vmax+ 	e�0r1)�K + 	∗

and henceb′(�1)�0. Therefore, we have

S(w+)(t, x)�
{
�0�V ′(
(t)) − �0 + d1 − �e�0r1

∫ ∞

−∞
b′(�1)G(y)dy

}
	e−�0t .

(3.33)

To estimate the right-hand side of the above inequality, we should consider
(t) in three
cases: (i)|
(t)|�M0, (ii) 
(t)�M0 and (iii) 
(t)� − M0.
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Case (i):|
(t)|�M0. By virtue of (3.30) and (3.33), we have

S(w+)(t, x)�
{
�0�V ′(
(t)) − �0 + d1 − �e�0r1b′

max

∫ ∞

−∞
G(y)dy

}
	e−�0t

�0.

Case (ii):
(t)�M0. Fory ∈ [−1
2
(t),

1
2
(t)], we have

1
2M0� 1

2
(t)�
(t) − y� 3
2
(t).

Furthermore, for any	 ∈ (0, 	̄], due to�0	�1, we also obtain


(t) − C(c)r1 − y − cr2 + �0	(1− e�0r1)e−�0t

� 1
2M0 − C(c)r1 − cr2 + �0	(1− e�0r1)

� 1
2M0 − c0(c, r1,r2)

and


(t) − C(c)r1 − y − cr2� 1
2M0 − C(c)r1 − cr2� 1

2M0 − c0(c, r1,r2).

Therefore, by (3.26)–(3.28), we have from (3.32) that

K − 	∗ ��1�K + 	∗

and

b′(�1)�b′(K) + �∗.

Consequently, by (3.29) and (3.33), we have

S(w+)(t, x)

�
{
�0�V ′(
(t)) − �0 + d1 − �e�0r1

∫ ∞

−∞
b′(�1)G(y)dy

}
	e−�0t

�
{
−�0 + d1 − �e�0r1

∫ ∞

−∞
b′(�1)G(y)dy

}
	e−�0t

�
{

−�0 + d1 − �e�0r1
∫ 
(t)/2

−
(t)/2
b′(�1)G(y)dy − �e�0r1

∫ ∞


(t)/2
b′(�1)G(y)dy

− �e�0r1
∫ −
(t)/2

−∞
b′(�1)G(y)dy

}
	e−�0t

� − �0 + d1 − �e�0r1(b′(K) + �∗)
∫ ∞

−∞
G(y)dy

− �e�0r1b′
max

[∫ ∞

M0/2
+
∫ −M0/2

−∞
G(y)dy

]
�0.

Case (iii):
(t)� − M0. The proof in this case is similar to that in case (ii) and hence is
omitted. �
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Theorem 3.1(Uniqueness). Assume that(3.1)has a non-decreasing travelling wavefront
(V (x+C(c)t), F (V )(x+C(c)t)).Then for any travelling wavefront(V̄ (x+ C̄(c)t), F (V̄ )

(x+C̄(c)t))with0� V̄ �vmax,wehaveC̄(c)=C(c) andV̄ (·)=V (·+
0) for some
0 ∈ R.

Proof. We extend the standard proof in[3,6,10]to our case. SinceV andV̄ have the same
limit as 
 → ±∞, there exist
̄ ∈ R and a sufficiently largeh>0 such that for every
s ∈ [−r1,0] andx ∈ R,

V (x + C(c)s + 
̄) − 	̄< V̄ (x + C̄(c)s)<V (x + C(c)s + 
̄ + h) + 	̄,

and

V (x + C(c)s + 
̄ − �0	̄(e�0r1 − e−�0s) − 	̄e−�0s

< V̄ (x + C̄(c)s)

<V (x + C(c)s + 
̄ + h + �0	̄(e�0r1 − e−�0s) + 	̄e−�0s ,

where�0,�0 and	̄ are constants given in Lemma 3.4. Noting that the operatorF(v)(·) de-
fined in Lemma3.1 is non-decreasing ifv is non-decreasing, we can still use the comparison
result to obtain that for allt�0 andx ∈ R,

V (x + C(c)t + 
̄ − �0	̄(e�0r1 − e−�0t ) − 	̄e−�0t

< V̄ (x + C̄(c)t)

<V (x + C(c)t + 
̄ + h + �0	̄(e�0r1 − e−�0t ) + 	̄e−�0t .

Keeping
 = x + C(c)t fixed and lettingt → ∞, we have from the first inequality that
C(c)�C̄(c) and from the second inequality thatC(c)�C̄(c). This yieldsC(c) = C̄(c).
Moreover, we get

V (
 + 
̄ − �0	̄e�0r1)< V̄ (
)<V (
 + 
̄ + h + �0	̄e�0r1) for 
 ∈ R. (3.34)

Define


∗ = inf {
; V̄ (·)�V (· + 
)}, 
∗ = sup{
; V̄ (·)�V (· + 
)}.
By (3.34),wefind that both
∗ and
∗ arewell defined. In particular, sinceV (·+
∗)� V̄ (·)�
V (· + 
∗), we have
∗ �
∗.
To complete the proof, we show now
∗ �
∗. Assume to the contrary that
∗ < 
∗ and

V̄ (·) /≡ V (· + 
∗). Since lim
→∞ V ′(
) = 0, it follows that there exists a large constant
M̄ = M̄(V )>0 such that

V ′(
)�1 if |
|�M̄.

By the fact thatV̄ (·)�V (· + 
∗) andV̄ (·) /≡ V (· + 
∗), we can conclude from Remark 3.4
that V̄ (·)<V (· + 
∗) onR. Therefore, by the continuity ofV andV̄ , there exists a small
h̄ >0 such that

V̄ (
)<V (
 + 
∗ − h̄) (3.35)
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provided that
 ∈ [−M̄ − 1− 
∗, M̄ + 1− 
∗]. When|
 + 
∗|�M̄ + 1, we have

V (
 + 
∗ − h̄) − V̄ (
)>V (
 + 
∗ − h̄) − V (
 + 
∗)
= − h̄V ′(
 + 
∗ − �h̄)

� − h̄,

which, together with (3.35), implies that for anys ∈ [−r1,0] andx ∈ R,

V (x + C(c)s + 
∗ − h̄ + �0h̄(e�0r1 − e−�0s)) + h̄e−�0s � V̄ (x + C(c)s).

Therefore, we have by the comparison principle that

V (x + C(c)t + 
∗ − h̄ + �0h̄(e�0r1 − e−�0t )) + h̄e−�0t � V̄ (x + C(c)t). (3.36)

In (3.36), as before we keep
 = x + C(c)t fixed and lett → ∞ to obtain

V (
 + 
∗ − h̄)� V̄ (
).

This contradicts the definition of
∗ since h̄ >0. Hence
∗ = 
∗ and the proof is
complete. �

Remark 3.5. In particular, whenr = 0 and r2 = 0, system (3.1) is independent ofc.
Therefore, if takingr1 = �, then by Theorem 3.1 we know that the travelling wavefront to
(3.1) (or to (1.3)) is unique (up to translation). This result can also be seen in[6].

4. Existence of travelling wavefront for Eq. (1.3)

To give the existence of travelling wavefront for Eq. (1.3), we first consider system (3.1)
with delayr1 = 0 andr2 = �, namely,


�
�t

w(t, x) = D(c)
�2w(t, x)

�x2
− d1w(t, x)

+�
∫∞
−∞ G(x − c� − y)b(�(t, y)dy, t�0,

�(t, x) = w(t, x) + r�
∫∞
−∞ f (x − c� − y)b(�(t, y))dy, t�0,

(4.1)

wherec ∈ R is a parameter.
Let � ∈ C∞(R,R) be a fixed function with the following properties:

�(s) = 0 if s� − 2; �(s) = 1 if s�2;

0< �′(s)<1; |�′′(s)|�1 if s ∈ (−2,2).

Then we have the following result.

Lemma 4.1. Assume that the parameters c and r satisfy(2.6), (2.7)and(3.5).Then there
exist two small constants	∗ >0, �0>0and a large constantC0>0,which are independent
of c and� such that(v+

1 (t, x), F (v
+
1 )) and(v

−
1 (t, x), F (v

−
1 )) defined by

v+
1 (t, x) = vmax+ 	∗ − vmax�(−�0(x + C0t))
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and

v−
1 (t, x) = −	∗ + vmax�(�0(x − C0t))

are a supersolution of(4.1) for c�0,and a subsolution of(3.1) for c�0, respectively.

Proof. From (3.9), we have 0<F ′(0) = 1/(1 − r�b′(0)). By (H3′), we can find three
constants� ∈ [1/2,1), l >0 and	∗ <min{u+/2, (K − u+)/2, 	0/2} such that

�d1>
F(−	∗)

−	∗ �
∫ ∞

−∞
G(y)dy × [max{b′(0), b′(K)} + l],

(
1

�
− �

)
	∗ <K,

0�b′(�)< b′(0) + l for � ∈ [−2	∗,2	∗], (4.2)

and

0�b′(�)< b′(K) + l for � ∈ [K − 2	∗,K + 2	∗].
We can choose two positive constants�∗ >0 andM0>0, with �∗ sufficiently small andM0
sufficiently large, such that

vmax�∗ <2(1− �)	∗

and

−min{M1(r, 	
∗),M2(r, 	

∗)}+K�b′
max�

∗+2K�b′
max

[∫ ∞

M0

+
∫ −M0

−∞
G(y)dy

]
<0.

Take� ∈ (0,1) sufficiently small such that

0��(s)<
�∗

2
if s < − 2+ �,

1��(s)>1− �∗

2
if s >2−�. (4.3)

Take�̄>0 small enough such that

(1− �̄)(2− �/2)>2− �.

Finally, take�0>0 small enough such that

�0M0��̄(2− �),

D�20vmax− 	∗
{
d1� + F(−	∗)

	∗ �(b′(0) + l)

∫ ∞

−∞
G(y)dy

}
<0 (4.4)

and

D(c)�20vmax+ 2�b′
maxvmax�

∗
∫ ∞

−∞
G(y)dy + 4�vmax

[∫ −M0

−∞
+
∫ ∞

M0

G(y)dy

]
<min{M1(r, 	

∗),M2(r, 	
∗)}. (4.5)
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We also set

M̃ =min{�′(s); −2+ �/2�s�2− �/2}>0

and take

C0 = 1

�0vmaxM̃

[
D�20vmax+ d1vmax+ �b(F (vmax))

∫ ∞

−∞
G(y)dy + 4�vmaxb′ max

]

> 0. (4.6)

Next we shall prove that(v−
1 , F (v

−
1 )) is a subsolution of (4.1) forc�0. The proof that

(v+
1 , F (v

+
1 )) is a supersolution of (4.1) forc�0 is analogous and hence is omitted. Set


 = x − C0t . Substituting(v
−
1 , F (v

−
1 )) into (4.1), we find that the second equation is

naturally satisfied. For the first equation, we have

S(v−
1 (t, x)) := �v−

1 (t, x)

�t
− D(c)

�2v−
1 (t, x)

�x2
+ d1v

−
1 (t, x)

− �
∫ ∞

−∞
G(x − c� − y)b(F (v−

1 ))dy (4.7)

= − C0�0vmax�
′(�0
) − D(c)�20vmax�

′′(�0
) + d1v
−
1 (t, x)

− �
∫ ∞

−∞
G(x − c� − y)b(F (v−

1 ))dy

= − C0�0vmax�
′(�0
) − D(c)�20vmax�

′′(�0
) + d1v
−
1 (t, x)

− �b(F (v−
1 ))(t, x)

∫ ∞

−∞
G(y)dy

− �
∫ ∞

−∞
[b(F (v−

1 )(t, x − c� − y)) − b(F (v−
1 )(t, x))]G(y)dy

= − C0�0vmax�
′(�0
) − D(c)�20vmax�

′′(�0
)

+ d1v
−
1 (t, x) − �b(F (v−

1 ))(t, x)

∫ ∞

−∞
G(y)dy

− �
∫ ∞

−∞
b′(�)[F(v−

1 )(t, x − c� − y) − F(v−
1 )(t, x)]G(y)dy,

(4.8)

where� = �F(v−
1 ))(t, x) + (1− �)F (v−

1 ))(t, x − c� − y).
Since�0
 ∈ (−∞,∞), for our proof we shall split the interval(−∞,∞) into three parts:

(−∞,−2+ �/2], [2− �/2,∞) and(−2+ �/2,2− �/2).
Case (i):�0
 ∈ (−∞,−2+ �/2].
In this case we have�0
� − 2+ �, 0��(�0
)��∗/2,

−	∗ �v−
1 (t, x)� − 	∗ + vmax�∗/2< − 	∗ + (1− �)	∗ = −�	∗ � − 1

2	
∗,

and

F(−	∗)�F(v−
1 )(t, x).
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SetEi(t, x)={y ∈ R;F(v−
1 )(t, x−c�−y)�0}. It then follows from (4.2), (4.4) and (4.7)

that

S(v−
1 )(t, x)�D(c)�20vmax+ d1v

−
1 (t, x) − �

∫
Ei(t,x)

b′(�̄)F (v−
1 )

× (t, x − c� − y)G(y)dy

�D(c)�20vmax− d1�	∗ − F(−	∗)(b′(0) + l)

∫ ∞

−∞
G(y)dy

=D(c)�20vmax− 	∗
{
d1� + F(−	∗)

	∗ �(b′(0) + l)

∫ ∞

−∞
G(y)dy

}
�0,

where�̄ = �F(v−
1 )(t, x − c� − y) ∈ [F(−	∗),0] ∈ [−2	∗,0].

Case (ii):�0
�2− �/2.
In this case,�0
�2− �/2, 1− �∗/2��(�0
)�1,

vmax− 	∗ �v−
1 (t, x)� − 	∗ + vmax(1− �∗/2)�vmax− 	∗ − (1− �)	∗

�vmax− 3
2	

∗,

and thus from (3.15)

d1v
−
1 (t, x) − �b(F (v−

1 ))(t, x)

∫ ∞

−∞
G(y)dy� − M1(r, 	

∗).

By the choice of�0 and�̄, we have

�̄
� �̄(2− �/2)
�0

�M0.

For c�0 andy ∈ [−�̄
, �̄
], it follows

�0(
 − c� − y)��0(1− �̄)
 − �0c��(1− �̄)�0
�(1− �̄)(2− �/2)�2− �,

and hence from (3.7) and (4.3) we obtain

∫ �̄


−�̄

|F(v−

1 )(t, x − c� − y) − F(v−
1 )(t, x)|G(y)dy

�2
∫ �̄


−�̄

|v−
1 (t, x − c� − y) − v−

1 (t, x)|G(y)dy

�2vmax

∫ �̄


−�̄

|�(�0
 − c� − y) − �(�0
)|G(y)dy

�2vmax�∗
∫ ∞

−∞
G(y)dy
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and ∫ −�̄


−∞
+
∫ ∞

�̄

|F(v−

1 )(t, x − c� − y) − F(v−
1 )(t, x)|G(y)dy

�
∫ −�̄


−∞
+
∫ ∞

�̄

2‖v−

1 (t, x − c� − y) − v−
1 (t, x)‖G(y)dy

�4vmax

(∫ −�̄


−∞
+
∫ ∞

�̄

G(y)dy

)
.

Therefore, we have from (4.5) and (4.8) that

S(v−
1 )(t, x)�D(c)�20vmax− M1(r, 	

∗)

+ b′
max�

∫ �̄


−�̄

|F(v−

1 )(t, x − c� − y) − F(v−
1 )(t, x)|G(y)dy

+ 4�b′
maxvmax

[∫ −�̄


−∞
+
∫ ∞

�̄

G(y)dy

]

�D(c)�20vmax− M1(r, 	
∗) + 2�b′

maxvmax�
∗
∫ ∞

−∞
G(y)dy

+ 4�b′
maxvmax

[∫ −M0

−∞
+
∫ ∞

M0

G(y)dy

]
< 0.

Case (iii): In this case, we have from (4.6) and (4.8) that

S(v−
1 )(t, x)� − C0�0vmaxM̃ + D�20vmax+ dvmax+ b(F (vmax))

×
∫ ∞

−∞
G(y)dy + 4vmaxb

′
max

= 0.

Combining cases (i)–(iii), we obtain the desired result and hence the proof is complete.�

Remark 4.1. In a similar manner, we can also prove thatv+
2 (t, x)=vmax+	∗ −vmax�(−�c

(x+Cct)) andv
−
2 (t, x)=−	∗ +vmax�(�c(x−Cct)) are a supersolution and subsolution of

(4.1) for allc satisfying (2.6), respectively. Here�c = �0/(1+ |c|�) andCc = (1+ |c|�)C0.

Lemma 4.2. For every c and r satisfying(2.6), (2.7)and(3.5),there exists a unique strictly
monotonic travelling wavefront solution(V (x+C(c)t), F (V )(x+C(c)t)) for system(4.1)
with speedC(c) being a continuous function of c.

Proof. The proof for the existence of travelling wavefront is similar to that of Appendix
in [6]; see also the proof of Theorem 3.1 in[3]. The monotonicity of this wavefront can
be obtained from Lemma 3.2 (or Remark 3.4). Furthermore, we can obtain the uniqueness
result directly from Theorem 3.1.
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Next we shall show thatC(c) is a continuous function ofc.
Suppose that(Vc(x +C(c)t), F (Vc)(x +C(c)t)) is the travelling wavefront with speed

C(c). Without loss of generality, we assume that 0<Vc(0) = F(ū)< vmax. Then we have{
C(c)V ′

c = D(c)V ′′
c (
) − d1V (
) + �

∫∞
−∞ G(
 − c� − y)b(U(y))dy,

U(
) = V (
) + r�
∫∞
−∞ f (
 − c� − y)b(U(
))dy,

where
 = x + C(c)t , or equivalently,

C(c)V ′
c = D(c)V ′′

c (
) − d1V (
) +
∫ ∞

−∞
G(
 − c� − y)b(F (V )(y))dy.

Hence re-writing the above equation into an integral one, we obtain

Vc(
)= 1

D(c)(�2(C(c))−�1(C(c)))

[∫ 

−∞ e�1(C(c))(
−s)Hc(Vc)(s)ds

+ ∫∞

 e�2(C(c))(
−s)Hc(Vc)(s)ds

]
, (4.9)

where

�1(C(c)) = C(c) −√
C2(c) + 4D(c)d1

2D(c)
<0,

�2(C(c)) = C(c) +√
C2(c) + 4D(c)d1

2D(c)
>0,

and

Hc(Vc)(s) =
∫ ∞

−∞
G(s − c� − y)b(F (V )(y))dy.

Since 0�V �vmax, 0�F(V )�K and

�2(C(c)) − �1(C(c)) =
√
C2(c) + 4D(c)d1

D(c)
�2

√
d1

D(c)
,

using a similar argument as that in Lemma 3.5, we can obtain

|V ′
c(
)|�

b(K)

2
√
D(c)d1

.

Suppose thatcn satisfies (2.6) andcn → c, butC(cn) does not converge toC(c), then there
exists a subsequencecnk → c so thatC(cnk ) → b �= C(c). By the Arzela–Ascoli theorem,
we can choose a subsequence of{cnk }, also denoted by{cnk }, such thatVcnk (.) converges

to a continuous function̄V (·) in R. LetH ∗ = sup{|cn|}. SinceVcnk (·) is non-decreasing,
Vcnk (0) = F(ū) and by (A.3) and (A.4) in the Appendix of[6], there exist a small positive
constant	∗, two large positive constantsM∗ andL∗, which are independent ofc and� so
that

Vcnk (x)�F(ū) − 	∗ if x� − M∗ − L∗H ∗�� − M∗ − L∗|cnk |�,
and

Vcnk (x)�F(ū) − 	∗ if x�M∗ + L∗H ∗��M∗ + L∗|cnk |�.
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It then follows thatV̄ (·) is non-decreasing, 0� V̄ (·)�vmax and

lim sup
x→−∞

V̄ (x)�F(ū) − 	∗, lim inf
x→∞ V̄ (x)�F(ū) − 	∗.

InEq. (4.9)withcbeing replacedbycnk , we letk → ∞andapply the dominant convergence
theorem to get

V̄ (
) = 1

D(c)(�2(b) − �1(b))

×
[∫ 


−∞
e�1(b)(
−s)Hc(Vc)(s)ds +

∫ ∞



e�2(b)(
−s)Hc(Vc)(s)ds

]
,

which means that̄V (x + bt) is also a solution of (4.1). But for the given parameterc, by
the uniqueness of travelling wavefront of Eq. (4.1) we obtain thatb = C(c), which is a
contradiction. This completes the proof.�

Theorem 4.1. Assume that r satisfies

D − r2C0>0. (4.10)

Then(1.3)admits a strictly monotonic travelling wavefront(V (x + c∗t), F (V )(x + c∗t))
with |c∗|�C0, whereC0 is provided in Lemma4.1.

Proof. By (4.10), we know that for anycsatisfying|c|�C0, (2.6) and (2.7) hold. Therefore,
we have from Lemma 4.2 that there exists a strictly monotonic travelling wavefront(V (x+
C(c)t), F (V )(x +C(c)t)) for Eq. (4.1). Next we will show that there exists at least onec∗
so thatC(c∗) = c∗ and|c∗|�C0.
To this end, it suffices to prove that the curvesy=c andy=C(c)have at least one common

point in region|y|�C0 of the(c, y) plane. Forc�0, letv−
1 (t, x) be the subsolution of (4.1)

given in Lemma 4.1. Then there exists a large positive constantXsuch thatV (·)�v−
1 (0, ·−

X). Therefore, by the comparison, it follows thatV (x +C(c)t)�v−−(t, x −X) for all t�0
andx ∈ R.Henceby the choice of	∗ (letting	∗ → 0), it is easy to deduce thatC(c)�−C0.
Similarly, we can show thatC(c)�C0 for c�0. We know from Lemma 4.2 thatC(c) is a
continuous function ofc for any |c|<C0<

√
D/r. Thus by (4.10) we conclude that there

is at least one common pointc∗ so thatC(c∗) = c∗ in the region|c|<C0<
√
D/r and

|y|�C0. This completes the proof.�
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