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Abstract-We consider a nonlinear discrete-time system

$$
\begin{aligned}
& x(n+1)=\beta x(n)+g(y(n-k)), \quad n \in N, \\
& y(n+1)=\beta y(n)-g(x(n-k)), \quad n, ~
\end{aligned}
$$

arising as a discrete-time network of two neurons with McCulloch-Pitts nonlinearity, where $\beta \in(0,1)$, $k$ is a positive integer, and $g$ is a signal transmission function with a threshold $\sigma$. We obtain a stable $4(k+1)$-periodic orbit in some regions of the parameters ( $\beta, \sigma$ ), and we describe asymptotic behaviors of the system in other regions of $(\beta, \sigma)$. © 2003 Elsevier Science Ltd. All rights reserved.
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## 1. INTRODUCTION

Let $Z$ denote the set of all integers. For any $a, b \in Z$ with $a \leq b$, define $N(a)=\{a, a+1, \ldots\}$, and $N(a, b)=\{a, a+1, \ldots, b\}$. Also, let $N=N(0)$. In this paper, we consider the following nonlinear discrete-time system:

$$
\begin{align*}
& x(n+1)=\beta x(n)+g(y(n-k)) \\
& y(n+1)=\beta y(n)-g(x(n-k)) \tag{1.1}
\end{align*}
$$

where $\beta \in(0,1), k \in N$, and $g: R \rightarrow R$ is given by

$$
g(x)= \begin{cases}-\rho, & \text { if } x>\sigma,  \tag{1.2}\\ \rho, & \text { if } x \leq \sigma,\end{cases}
$$

for two parameters $\rho>0$ and $\sigma \in R$.

[^0]System (1.1) can be regarded as the discrete analog of the following artifical neural network of two neurons with delayed feedback:

$$
\begin{align*}
& \frac{d x}{d t}=-\mu x(t)+g(y(t-\tau)) \\
& \frac{d y}{d t}=-\mu y(t)-g(x(t-\tau)) \tag{1.3}
\end{align*}
$$

where $\frac{d x}{d t}$ and $\frac{d y}{d t}$ are replaced by the forward difference $x(n+1)-x(n)$ and $y(n+1)-y(n)$, respectively. System (1.3) has found interesting applications in, for example, image processing of moving objects $[1,2]$, and has been recently investigated (see [3] and references therein). In the discrete version (1.1), $\beta \in(0,1)$ is the internal decay rate, $g$ is the McCulloch-Pitts signal function with the threshold $\sigma$ and the synaptic weight $\rho>0$, and $k$ is the signal transmission delay. The different signs in front of $g$ represent the "frustrated" nature of the network, and describes the excitatory feedback from neuron $y$ to $x$ and the inhibitory feedback from neuron $x$ to $y$. The case of mutually excitatory feedback was considered in [4]. For other discrete neural networks, we refer to $[5,6]$.

By a solution of (1.1), we mean a sequence $\{(x(n), y(n))\}$ of points in $R^{2}$ that is defined for all $n \in N(-k)$ and satisfies (1.1) for $n \in N$. Let $X$ denote the set of mappings from $N(-k, 0)$ to $R^{2}$. Clearly, for any $\Phi=(\phi, \psi) \in X$, (1.1) has a unique solution $\left(x^{\Phi}(n), y^{\Phi}(n)\right)$ satisfying the initial conditions

$$
\begin{equation*}
x^{\Phi}(i)=\phi(i), \quad y^{\Phi}(i)=\psi(i), \quad \text { for } i \in N(-k, 0) \tag{1.4}
\end{equation*}
$$

Our goal is to determine the limiting behavior of $\left(x^{\Phi}(n), y^{\Phi}(n)\right)$ as $n \rightarrow \infty$ for any $\Phi \in X$. In this paper, we concentrate on the case where $\phi-\sigma$ and $\psi-\sigma$ have no sign changes on $N(-k, 0)$. Namely, we consider those $\Phi \in X_{\sigma}^{+,+} \cup X_{\sigma}^{+,-} \cup X_{\sigma}^{-,+} \cup X_{\sigma}^{-,-}=X_{\sigma}$, where

$$
X_{\sigma}^{ \pm, \pm}=\left\{\Phi \in X ; \Phi=(\phi, \psi), \phi \in R_{\sigma}^{ \pm}, \text {and } \psi \in R_{\sigma}^{ \pm}\right\}
$$

with

$$
R_{\sigma}^{+}=\{\phi ; \phi: N(-k, 0) \rightarrow R \text { and } \phi(i)-\sigma>0 \text { for } i \in N(-k, 0)\}
$$

and

$$
R_{\sigma}^{-}=\{\phi ; \phi: N(-k, 0) \rightarrow R \text { and } \phi(i)-\sigma \leq 0 \text { for } i \in N(-k, 0)\} .
$$

For a general background on difference equations, we refer to [7-9].
The main results of this paper are as follows.
Theorem 1.1. Let $\beta \in(0,1 / 2]$ and $|\sigma|<\rho\left(1+\beta^{2 k+3}-2 \beta\right) /(1-\beta)\left(1-\beta^{2 k+3}\right)$. Then there exists $\Phi_{0}=\left(\phi_{0}, \psi_{0}\right) \in X_{\sigma}^{+,+}$such that the solution $\left(x^{\Phi_{0}}(n), y^{\Phi_{o}}(n)\right)$ of (1.1) with initial value $\Phi_{0}$ is periodic with the minimal period $4(k+1)$. Moreover, there exists a positive integer $m$ such that for any $\Phi=(\phi, \psi) \in X_{\sigma}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(x^{\Phi}(n+m)-x^{\Phi_{0}}(n)\right)=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left(y^{\Phi}(n+m)-y^{\Phi_{0}}(n)\right)=0 \tag{1.5}
\end{equation*}
$$

Theorem 1.2. Let $\Phi=(\phi, \psi) \in X_{\sigma}$. Then, $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(\rho /(1-\beta),-\rho /(1-\beta))$ if $\sigma>\rho /(1-\beta)$, and $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(-\rho /(1-\beta), \rho /(1-\beta))$ if $\sigma<-\rho /(1-\beta)$.
Theorem 1.3.
(i) Let $\sigma=\rho /(1-\beta)$. Then $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(\rho /(1-\beta),-\rho /(1-\beta))$ for $\Phi \in$ $X_{\sigma}^{+,+} \cup X_{\sigma}^{-,+} \cup X_{\sigma}^{-,-}$, and $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(\rho /(1-\beta), \rho /(1-\beta))$ for $\Phi \in X_{\sigma}^{+,-}$.
(ii) Let $\sigma=-\rho /(1-\beta)$. Then $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(-\rho /(1-\beta), \rho /(1-\beta))$ for $\Phi \in$ $X_{\sigma}^{+,+} \cup X_{\sigma}^{+,-} \cup X_{\sigma}^{-,-}$, and $\lim _{n \rightarrow \infty}\left(x^{\phi}(n), y^{\Phi}(n)\right)=(-\rho /(1-\beta),-\rho /(1-\beta))$ for $\Phi \in$ $X_{\sigma}^{-,+}$.
Theorem 1.1 shows that if $|\sigma|$ is sufficiently small, then system (1.1) has a stable periodic solution with minimal period $4(k+1)$. Theorems 1.2 and 1.3 show that if $|\sigma|$ is large enough, then solutions of system (1.1) with initial data in $X_{\sigma}$ converge to a single equilibria.

## 2. PROOFS OF MAIN RESULTS

In the remaining part of this paper, for any $s \in N$ and a sequence $\{x(n)\}_{n=-k}^{\infty}$, we define $x_{s}: N(-k, 0) \rightarrow R$ by $x_{s}(n)=x(n+s)$ for all $n \in N(-k, 0)$.

Assuming $n_{0} \in N$, we first note that the discrete-time equation

$$
\begin{equation*}
x(n)=\beta x(n-1)-\rho, \quad n \in N\left(n_{0}+1\right), \tag{2.1}
\end{equation*}
$$

with initial condition $x\left(n_{0}\right)=a$ is given by

$$
\begin{equation*}
x(n)=\left(a+\frac{\rho}{1-\beta}\right) \beta^{n-n_{0}}-\frac{\rho}{1-\beta}, \quad n \in N\left(n_{0}+1\right) \tag{2.2}
\end{equation*}
$$

and that the solution of the discrete-time equation

$$
\begin{equation*}
x(n)=\beta x(n-1)+\rho, \quad n \in N\left(n_{0}+1\right), \tag{2.3}
\end{equation*}
$$

with initial condition $x\left(n_{0}\right)=a$ is given by

$$
\begin{equation*}
x(n)=\left(a-\frac{\rho}{1-\beta}\right) \beta^{n-n_{0}}+\frac{\rho}{1-\beta}, \quad n \in N\left(n_{0}+1\right) . \tag{2.4}
\end{equation*}
$$

For the sake of convenience, in the sequel, $x(n)$ denotes $x^{\Phi}(n)$, and $y(n)$ denotes $y^{\Phi}(n)$ when $\Phi$ is given.
Proof of Theorem 1.1. We only consider the case where $\Phi=(\phi, \psi) \in X_{\sigma}^{+,+}$and $\sigma \geq 0$. The other cases are similar.

Since $\left(x_{0}, y_{0}\right)=(\phi, \psi) \in X_{\sigma}^{+,+}$, we have, for $n \in N(1, k+1)$,

$$
\begin{align*}
& x(n)=\beta x(n-1)-\rho, \\
& y(n)=\beta y(n-1)+\rho . \tag{2.5}
\end{align*}
$$

By (2.2) and (2.4), we get

$$
\begin{align*}
& x(n)=\left(\phi(0)+\frac{\rho}{1-\beta}\right) \beta^{n}-\frac{\rho}{1-\beta},  \tag{2.6}\\
& y(n)=\left(\psi(0)-\frac{\rho}{1-\beta}\right) \beta^{n}+\frac{\rho}{1-\beta},
\end{align*}
$$

for $n \in N(1, k+1)$. Let $k_{0}^{*}$ be the least integer in $N$ such that $x\left(k_{0}^{*}\right) \leq \sigma$. That is,

$$
x\left(k_{0}^{*}\right) \leq \sigma \quad \text { and } \quad x(n)>\sigma, \quad \text { for } n \in N\left(0, k_{0}^{*}-1\right) .
$$

Then, (2.5) and (2.6) hold for $n \in N\left(1, k_{0}^{*}+k\right)$. Let $k_{1}=k_{0}^{*}+k$. Then $\left(x_{k_{1}}, y_{k_{1}}\right) \in X_{\sigma}^{-,+}$.
For $n \in N\left(k_{1}+1, k_{1}+k+1\right)$, we have

$$
\begin{align*}
& x(n)=\beta x(n-1)-\rho, \\
& y(n)=\beta y(n-1)-\rho, \tag{2.7}
\end{align*}
$$

which implies that

$$
\begin{align*}
& x(n)=\left(x\left(k_{1}\right)+\frac{\rho}{1-\beta}\right) \beta^{n-k_{1}}-\frac{\rho}{1-\beta} \\
& y(n)=\left(y\left(k_{1}\right)+\frac{\rho}{1-\beta}\right) \beta^{n-k_{1}}-\frac{\rho}{1-\beta} . \tag{2.8}
\end{align*}
$$

Let $k_{1}^{*}$ be the least integer in $N\left(k_{1}+1\right)$ such that $y\left(k_{1}^{*}\right) \leq \sigma$. That is,

$$
y\left(k_{1}^{*}\right) \leq \sigma \quad \text { and } \quad y(n)>\sigma, \quad \text { for } n \in N\left(k_{1}, k_{1}^{*}-1\right) .
$$

Then, (2.7) and (2.8) hold for $n \in N\left(k_{1}+1, k_{1}^{*}+k\right)$. Let $k_{2}=k_{1}^{*}+k$. Then $\left(x_{k_{2}}, y_{k_{2}}\right) \in X_{\sigma}^{-,-}$.
For $n \in N\left(k_{2}+1, k_{2}+k+1\right)$, we have

$$
\begin{align*}
& x(n)=\beta x(n-1)+\rho, \\
& y(n)=\beta y(n-1)-\rho, \tag{2.9}
\end{align*}
$$

which implies that

$$
\begin{align*}
& x(n)=\left(x\left(k_{2}\right)-\frac{\rho}{1-\beta}\right) \beta^{n-k_{2}}+\frac{\rho}{1-\beta}, \\
& y(n)=\left(y\left(k_{2}\right)+\frac{\rho}{1-\beta}\right) \beta^{n-k_{2}}-\frac{\rho}{1-\beta} . \tag{2.10}
\end{align*}
$$

Let $k_{2}^{*}$ be the least integer in $N\left(k_{2}+1\right)$ such that $x\left(k_{2}^{*}\right)>\sigma$. That is,

$$
x\left(k_{2}^{*}\right)>\sigma \quad \text { and } \quad x(n) \leq \sigma, \quad \text { for } n \in N\left(k_{2}, k_{2}^{*}-1\right) .
$$

Clearly, (2.9) and (2.10) hold for $n \in N\left(k_{2}+1, k_{2}^{*}+k\right)$. Let $k_{3}=k_{2}^{*}+k$. Then $\left(x_{k_{3}}, y_{k_{3}}\right) \in X_{\sigma}^{+,-}$.
For $n \in N\left(k_{3}+1, k_{3}+k+1\right)$, we have

$$
\begin{align*}
& x(n)=\beta x(n-1)+\rho, \\
& y(n)=\beta y(n-1)+\rho, \tag{2.11}
\end{align*}
$$

which implies that

$$
\begin{align*}
& x(n)=\left(x\left(k_{3}\right)-\frac{\rho}{1-\beta}\right) \beta^{n-k_{3}}+\frac{\rho}{1-\beta}, \\
& y(n)=\left(y\left(k_{3}\right)-\frac{\rho}{1-\beta}\right) \beta^{n-k_{3}}+\frac{\rho}{1-\beta} . \tag{2.12}
\end{align*}
$$

Let $k_{3}^{*}$ be the least integer in $N\left(k_{3}+1\right)$ such that $y\left(k_{3}^{*}\right)>\sigma$. That is,

$$
y\left(k_{3}^{*}\right)>\sigma \quad \text { and } \quad y(n) \leq \sigma, \quad \text { for } n \in N\left(k_{3}, k_{3}^{*}-1\right) .
$$

Then, equations (2.11) and (2.12) hold for $n \in N\left(k_{3}+1, k_{3}^{*}+k\right)$. Denote $k_{3}^{*}+k$ by $k_{4}$. Then $\left(x_{k_{4}}, y_{k_{4}}\right) \in X_{\sigma}^{+,+}$.

For $n \in N\left(k_{4}+1, k_{4}+k+1\right)$, we know (2.5) holds, and hence,

$$
\begin{align*}
& x(n)=\left(x\left(k_{4}\right)+\frac{\rho}{1-\beta}\right) \beta^{n-k_{4}}-\frac{\rho}{1-\beta}, \\
& y(n)=\left(y\left(k_{4}\right)-\frac{\rho}{1-\beta}\right) \beta^{n-k_{4}}+\frac{\rho}{1-\beta} . \tag{2.13}
\end{align*}
$$

From (2.12) and (2.10), we obtain

$$
\begin{aligned}
x\left(k_{4}\right) & =\left(x\left(k_{2}^{*}\right)-\frac{\rho}{1-\beta}\right) \beta^{k_{4}-k_{2}^{*}}+\frac{\rho}{1-\beta} \\
& \leq\left(\sigma-\frac{\rho}{1-\beta}\right) \beta^{k_{4}-k_{2}^{*}}+\frac{\rho}{1-\beta}<\frac{\rho}{1-\beta} .
\end{aligned}
$$

This yields

$$
x\left(k_{4}+1\right)=\left(x\left(k_{4}\right)+\frac{\rho}{1-\beta}\right) \beta-\frac{\rho}{1-\beta}<\frac{\rho(2 \beta-1)}{1-\beta}<0 \leq \sigma .
$$

Let $k_{5}=k_{4}+k+1$. Then $\left(x_{k_{5}}, y_{k_{5}}\right) \in X_{\sigma}^{-,+}$.

For $n \in N\left(k_{5}+1, k_{5}+k+1\right)$, (2.7) holds. Similarly, we get $y\left(k_{5}+1\right)<\sigma$. Let $k_{6}=k_{5}+k+1$. Then $\left(x_{k_{6}}, y_{k_{6}}\right) \in X_{\sigma}^{-,-}$.

For $n \in N\left(k_{6}+1, k_{6}+k+1\right)$, (2.9) holds. Moreover,

$$
\begin{aligned}
x\left(k_{6}\right) & =\left(x\left(k_{4}\right)+\frac{\rho}{1-\beta}\right) \beta^{k_{6}-k_{4}}-\frac{\rho}{1-\beta} \\
& >\left(\sigma+\frac{\rho}{1-\beta}\right) \beta^{2(k+1)}-\frac{\rho}{1-\beta} .
\end{aligned}
$$

Since $\sigma<\rho\left(1+\beta^{2 k+3}-2 \beta\right) /(1-\beta)\left(1-\beta^{2 k+3}\right)$, we get

$$
\begin{align*}
x\left(k_{6}+1\right) & =\left(x\left(k_{6}\right)-\frac{\rho}{1-\beta}\right) \beta+\frac{\rho}{1-\beta} \\
& >\left(\left(\sigma+\frac{\rho}{1-\beta}\right) \beta^{2(k+1)}-\frac{2 \rho}{1-\beta}\right) \beta+\frac{\rho}{1-\beta}  \tag{2.14}\\
& >\sigma .
\end{align*}
$$

Let $k_{7}=k_{6}+k+1$. Then $\left(x_{k_{7}}, y_{k_{7}}\right) \in X_{\sigma}^{+,-}$.
Similarly, for $k_{8}=k_{7}+k+1$, we have $\left(x_{k_{8}}, y_{k_{8}}\right) \in X_{\sigma}^{+,+}$. In general, we can get, for $i \in N$,

$$
\begin{array}{ll}
x(n)=\beta x(n-1)-\rho, & n \in N\left(k_{4}+1+4 i(k+1), k_{4}+(4 i+1)(k+1)\right) ; \\
y(n)=\beta y(n-1)+\rho, & \\
x(n)=\beta x(n-1)-\rho, & \\
y(n)=\beta y(n-1)-\rho, & n \in N\left(k_{4}+1+(4 i+1)(k+1), k_{4}+(4 i+2)(k+1)\right) ; \\
x(n)=\beta x(n-1)+\rho, & \\
y(n)=\beta y(n-1)-\rho, & n \in N\left(k_{4}+1+(4 i+2)(k+1), k_{4}+(4 i+3)(k+1)\right) ; \\
x(n)=\beta x(n-1)+\rho, & \\
y(n)=\beta y(n-1)+\rho, & n \in N\left(k_{4}+1+(4 i+3)(k+1), k_{4}+4(i+1)(k+1)\right)
\end{array}
$$

From now on, we denote $1-\beta$ by $\alpha$. Thus,

$$
\begin{aligned}
& x(n)=\left(x\left(k_{4}\right)+\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}+\frac{2 \rho \beta^{n-k_{4}-4 i(k+1)}}{\alpha}\left(\frac{1-\beta^{4 i(k+1)}}{1+\beta^{2(k+1)}}\right)-\frac{\rho}{\alpha}, \\
& y(n)=\left(y\left(k_{4}\right)-\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}-\frac{2 \rho \beta^{n-k_{4}-(4 i-1)(k+1)}}{\alpha}\left(\frac{1-\beta^{4 i(k+1)}}{1+\beta^{2(k+1)}}\right)+\frac{\rho}{\alpha}
\end{aligned}
$$

for $n \in N\left(k_{4}+1+4 i(k+1), k_{4}+(4 i+1)(k+1)\right)$;

$$
\begin{aligned}
& x(n)=\left(x\left(k_{4}\right)+\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}+\frac{2 \rho \beta^{n-k_{4}-4 i(k+1)}}{\alpha}\left(\frac{1-\beta^{4 i(k+1)}}{1+\beta^{2(k+1)}}\right)-\frac{\rho}{\alpha}, \\
& y(n)=\left(y\left(k_{4}\right)-\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}+\frac{2 \rho \beta^{n-k_{4}-(4 i+1)(k+1)}}{\alpha}\left(\frac{1+\beta^{(4 i+2)(k+1)}}{1+\beta^{2(k+1)}}\right)-\frac{\rho}{\alpha},
\end{aligned}
$$

for $n \in N\left(k_{4}+1+(4 i+1)(k+1), k_{4}+(4 i+2)(k+1)\right)$;

$$
\begin{aligned}
& x(n)=\left(x\left(k_{4}\right)+\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}-\frac{2 \rho \beta^{n-k_{4}-(4 i+2)(k+1)}}{\alpha}\left(\frac{1+\beta^{(4 i+2)(k+1)}}{1+\beta^{2(k+1)}}\right)+\frac{\rho}{\alpha}, \\
& y(n)=\left(y\left(k_{4}\right)-\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}+\frac{2 \rho \beta^{n-k_{4}-(4 i+1)(k+1)}}{\alpha}\left(\frac{1+\beta^{(4 i+2)(k+1)}}{1+\beta^{2(k+1)}}\right)-\frac{\rho}{\alpha},
\end{aligned}
$$

for $n \in N\left(k_{4}+1+(4 i+2)(k+1), k_{4}+(4 i+3)(k+1)\right)$;

$$
\begin{aligned}
& x(n)=\left(x\left(k_{4}\right)+\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}-\frac{2 \rho \beta^{n-k_{4}-(4 i+2)(k+1)}}{\alpha}\left(\frac{1+\beta^{(4 i+2)(k+1)}}{1+\beta^{2(k+1)}}\right)+\frac{\rho}{\alpha}, \\
& y(n)=\left(y\left(k_{4}\right)-\frac{\rho}{\alpha}\right) \beta^{n-k_{4}}-\frac{2 \rho \beta^{n-k_{4}-(4 i+3)(k+1)}}{\alpha}\left(\frac{1-\beta^{4(i+1)(k+1)}}{1+\beta^{2(k+1)}}\right)+\frac{\rho}{\alpha},
\end{aligned}
$$

for $n \in N\left(k_{4}+1+(4 i+3)(k+1), k_{4}+4(i+1)(k+1)\right)$.
Let $\Phi_{0}=\left(\phi_{0}, \psi_{0}\right) \in X_{\sigma}^{+,+}$with

$$
\phi_{0}(0)=\frac{\rho\left(1-\beta^{2(k+1)}\right)}{\alpha\left(1+\beta^{2(k+1)}\right)}, \quad \psi_{0}(0)=\frac{\rho\left(1+\beta^{2(k+1)}-2 \beta^{k+1}\right)}{\alpha\left(1+\beta^{2(k+1)}\right)} .
$$

Then,

$$
\begin{array}{ll}
x^{\phi_{0}}(n)=\frac{2 \rho \beta^{n-4 i(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}-\frac{\rho}{\alpha}, & n \in N(4 i(k+1)+1,(4 i+1)(k+1)) ; \\
y^{\phi_{0}}(n)=-\frac{2 \rho \beta^{n-(4 i-1)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}+\frac{\rho}{\alpha}, & \\
x^{\phi_{0}}(n)=\frac{2 \rho \beta^{n-4 i(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}-\frac{\rho}{\alpha}, & n \in N((4 i+1)(k+1)+1,(4 i+2)(k+1)) ; \\
y^{\phi_{0}}(n)=\frac{2 \rho \beta^{n-(4 i+1)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}-\frac{\rho}{\alpha}, & \\
x^{\phi_{0}}(n)=-\frac{2 \rho \beta^{n-(4 i+2)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}+\frac{\rho}{\alpha}, & \\
y^{\phi_{0}}(n)=\frac{2 \rho \beta^{n-(4 i+1)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}-\frac{\rho}{\alpha}, & n \in N((4 i+2)(k+1)+1,(4 i+3)(k+1)) ; \\
x^{\phi_{0}}(n)=-\frac{2 \rho \beta^{n-(4 i+2)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}+\frac{\rho}{\alpha}, & n \in N((4 i+3)(k+1)+1,4(i+1)(k+1)) . \\
y^{\phi_{0}}(n)=-\frac{2 \rho \beta^{n-(4 i+3)(k+1)}}{\alpha\left(1+\beta^{2(k+1)}\right)}+\frac{\rho}{\alpha}, &
\end{array}
$$

Clearly, $\left\{x^{\phi_{0}}(n), y^{\phi_{0}}(n)\right\}$ is periodic with minimal period $4(k+1)$, and as $j \rightarrow \infty$,

$$
\begin{aligned}
& x\left(k_{4}+j\right)-x^{\Phi_{0}}(j)=\left(x\left(k_{4}\right)-\frac{\rho\left(1-\beta^{2(k+1)}\right)}{\alpha\left(1+\beta^{2(k+1)}\right)}\right) \beta^{j} \rightarrow 0, \\
& y\left(k_{4}+j\right)-y^{\Phi_{0}}(j)=\left(y\left(k_{4}\right)-\frac{\rho\left(1+\beta^{2(k+1)}-2 \beta^{k+1}\right)}{\alpha\left(1+\beta^{2(k+1)}\right)}\right) \beta^{j} \rightarrow 0 .
\end{aligned}
$$

Denote $m=k_{4}$. This completes the proof.
Proof of Theorem 1.2. We only prove the case where $\sigma>\rho /(1-\beta)$, the case where $\sigma<$ $-\rho /(1-\beta)$ is similar.
In view of (1.1), we have

$$
\begin{aligned}
& x(n)-\beta x(n-1) \leq \rho, n \in N . \\
& y(n)-\beta y(n-1) \leq \rho,
\end{aligned}
$$

By induction, this implies

$$
\begin{align*}
x(n) & \leq\left(\phi(0)-\frac{\rho}{1-\beta}\right) \beta^{n}+\frac{\rho}{1-\beta},  \tag{2.15}\\
y(n) & \leq\left(\psi(0)-\frac{\rho}{1-\beta}\right) \beta^{n}+\frac{\rho}{1-\beta},
\end{align*}
$$

Since $\rho /(1-\beta)<\sigma$ and $\beta \in(0,1)$, from (2.15), we conclude that there exists $m_{1} \in N(1)$ such that $x(n)<\sigma, y(n)<\sigma$ for $n \in N\left(m_{1}\right)$. Thus,

Therefore,

$$
\begin{aligned}
& x(n)=\left(x\left(m_{1}+k\right)-\frac{\rho}{1-\beta}\right) \beta^{n-m_{1}-k}+\frac{\rho}{1-\beta} \\
& y(n)=\left(y\left(m_{1}+k\right)+\frac{\rho}{1-\beta}\right) \beta^{n-m_{1}-k}-\frac{\rho}{1-\beta}
\end{aligned}
$$

which implies that $(x(n), y(n)) \rightarrow(\rho /(1-\beta),-\rho /(1-\beta))$ as $n \rightarrow \infty$.
Proof of Theorem 1.3. We prove (i) only; (ii) can be dealt with similarly. First, let $\Phi \in X_{\sigma}^{+,+}$. In this case,

$$
\begin{aligned}
& x(n)=\beta x(n-1)-\rho, \quad n \in N(1, k+1) . \\
& y(n)=\beta y(n-1)+\rho, \quad
\end{aligned}
$$

Similar to the proof of Theorem 1.1, we can get $k_{1} \in N(k+1)$ such that $\left(x_{k_{1}}, y_{k_{1}}\right) \in X_{\sigma}^{-,+}$. And thus,

$$
\begin{aligned}
& x(n)=\beta x(n-1)-\rho, \quad n \in N\left(k_{1}+1, k_{1}+k+1\right) ; \\
& y(n)=\beta y(n-1)-\rho, \quad n ; ~
\end{aligned}
$$

and that there is $k_{2} \in N\left(k_{1}+k+1\right)$ such that $\left(x_{k_{2}}, y_{k_{2}}\right) \in X_{\sigma}^{-,-}$. Therefore,

$$
\begin{align*}
& x(n)=\beta x(n-1)+\rho,  \tag{2.17}\\
& y(n)=\beta y(n-1)-\rho,
\end{align*} \quad n \in N\left(k_{2}+1, k_{2}+k+1\right) .
$$

So,

$$
\begin{align*}
& x(n)=\left(x\left(k_{2}\right)-\frac{\rho}{1-\beta}\right) \beta^{n-k_{2}}+\frac{\rho}{1-\beta},  \tag{2.18}\\
& y(n)=\left(y\left(k_{2}\right)+\frac{\rho}{1-\beta}\right) \beta^{n-k_{2}}-\frac{\rho}{1-\beta} .
\end{align*}
$$

By induction, $x(n) \leq \rho /(1-\beta)=\sigma$ and $y(n) \leq \rho /(1-\beta)=\sigma$, which implies (2.18) for $n \in$ $N\left(k_{2}+1\right)$. Therefore, $\lim _{n \rightarrow \infty}(x(n), y(n))=(\rho /(1-\beta),-\rho /(1-\beta))$.

From the above argument, we see that the conclusion holds when $\Phi \in X_{\sigma}^{-,+} \cup X_{\sigma}^{-,-}$.
Now consider $\Phi \in X_{\sigma}^{+,-}$. Then, for $n \in N(1, k+1)$, we have

$$
\begin{align*}
& x(n)=\beta x(n-1)+\rho  \tag{2.19}\\
& y(n)=\beta y(n-1)+\rho .
\end{align*}
$$

So,

$$
\begin{align*}
& x(n)=\left(\phi(0)-\frac{\rho}{1-\beta}\right) \beta^{n}+\frac{\rho}{1-\beta},  \tag{2.20}\\
& y(n)=\left(\psi(0)-\frac{\rho}{1-\beta}\right) \beta^{n}+\frac{\rho}{1-\beta} .
\end{align*}
$$

Thus, $\left(x_{k+1}, y_{k+1}\right) \in X_{\sigma}^{+,-}$, and (2.19) holds for $n \in N(k+2,2(k+1))$. By induction, we see that (2.19) and (2.20) hold for $n \in N$. Therefore, $\lim _{n \rightarrow \infty}(x(n), y(n))=(\rho /(1-\beta), \rho /(1-\beta))$. This completes the proof of (i).
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